
Abstract

Once a gas field is developed liquid production may start and persists sometime during
the production life of most dry gas wells. This liquid could be condensate, water or both,
resulting from condensate dropout due to reduction of pressure or water breakthrough.
Liquids can accumulate in the wellbore if the liquid fraction increases or if gas rates de-
crease (e.g. with depletion) and are not able to carry liquids to surface. This phenomenon
is known as liquid loading and can cause further reduction of gas rates due to excessive
back-pressure on the formation and erratic production. To effectively plan and design a
gas well that will eventually produce liquid, it is essential to be able to accurately predict
the onset of liquid loading.

In this thesis, several aspects on gas flow with associated liquid in upward inclined
pipes have been studied. Experimental and numerical work have been carried out, with
the following goals: (a) improve the understanding of the effect of liquid viscosity and
inclination on flow map, liquid loading onset and post-loading behaviour. (b) quantify
accuracy of existing liquid loading onset models using laboratory and literature data and
development of an improved model with more predictability. (c) evaluate the behaviour of
existing liquid loading onset models when the droplet fraction is taken into account. (d)
quantify the variability in the onset rates predicted by several onset criteria and pressure
drop models.

Several experimental tests were performed and data acquired for three different fluid
systems (air-water, air-Exxsol D80 and air-mixed oil) and wide range of pipe inclinations.
The experimental data was compared against numerical models to quantify their accuracy
in predicting the flow pattern transition between annular and slug flow.

In general, the liquid droplet-based models considered underestimated the critical gas
velocity while the models based on liquid film were more conservative. Moreover, liquid
film models have better accuracy than liquid droplet models. The commercial transient
simulator (OLGA 7.3) did not capture properly the influence of viscosity nor predicted
transitions for pipe inclinations lower than 60◦ from horizontal. The model of Shekhar
et al. (2017) had the best accuracy from all models considered.

Including the entrainment of droplets in the gas core in liquid film models improved
modestly their accuracy when predicting the experimental data and data reported in the
literature.

The new liquid loading onset model developed in this work is based on the model of
Barnea (1986) and uses the liquid holdup in the momentum equation instead of assuming
an uniform film thickness. The model successfully reproduces the experimental data and
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literature data, with a higher accuracy than the model of Shekhar et al. (2017). Therefore,
it represents a significant improvement and contribution of the present work.

Finally, the numerical study performed on a synthetic vertical well shows that the
loading criteria and pressure drop model used affect considerably the onset rate predicted.
The variation in the gas liquid loading onset rate is considerable. In general, when the
gas rate is lowered below the liquid loading onset rate, the wellbore transitions rapidly
from unloaded to fully loaded, except for one of the models studied.
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Chapter 1

Introduction

1.1 Background

Production of natural gas is becoming more and more attractive, mainly due to the
environmental footprint, which is relatively small compared to oil and coal production.
Advances in engineering practices in unconventional gas fields (e.g. shale fields in U.S)
and large offshore gas discoveries in countries like Mozambique and Tanzania have sparked
interest of many oil companies in developing projects in such fields. Besides production of
natural gas, these wells also produce liquids, such as condensate and water, in moderate
amounts, but if accumulated in the wellbore, it can hinder the wells productivity.

At early production, the gas flow rate is high enough to carry any existing co-produced
liquid out of the well, which makes the well produce at stable condition. However, at some
later period in the life of the well, as reservoir pressure declines, the gas production rate
drops as well as its capacity of lifting any liquid to the surface. Under such conditions, non-
removed liquid accumulates in the wellbore, leading to a phenomenon commonly known
as liquid loading. If not counteracted, the accumulated liquid creates a back-pressure
against the formation, leading to increased resistance along the gas production pathway,
causing further accumulation of liquid, a reduction of the natural flow of gas from the
reservoir to the surface, and eventually a premature abandonment of the well. This leads
to economic losses due to reduction in hydrocarbon sales and to increase of operational
expenses. For many years research in this area was aiming at accurately predicting the
onset of liquid loading, to predict when the problem might arise, so that corrective and
preventive measures could be taken well in advance. Hence, many models have been
proposed for liquid loading predictions in gas wells. A standard model extensively used
to predict the onset of liquid loading is based on the “critical velocity” concept.

The critical gas velocity concept assumes that most of the liquid phase is distributed
as droplets dispersed in the gas. When the gas velocity is equal to the critical velocity,
the liquid phase is moving neither upward nor downward. When the gas velocity falls
below the critical gas velocity, the liquid will start to accumulate in the wellbore and gas
production becomes erratic.
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The ultimate goal of present research work is to contribute to improving current onset
of liquid loading criteria and modelling practices. To reach this goal a comprehensive un-
derstanding of the liquid loading multiphase flow phenomenon using experimental and nu-
merical modelling studies was conducted. Experimental data acquired at the Multiphase
Flow laboratory at NTNU were used to evaluate applicability of existing theoretical mod-
els and to validate the new proposed model.

1.2 Objectives

The primary objective of this work was to improve the understanding of liquid loading of
gas-liquid flow in deviated pipes by performing experimental work and data analysis of
information available in the literature. The specific objectives of this work were:

• Perform experimental investigation on multiphase flow mechanics related to gas-
liquid flow in inclined pipes using water, light oil and viscous oil.

• Build a numerical model to compare the experimental data and data in the literature
against numerical models available in the public domain.

• Quantify the accuracy and deficiencies of existing liquid loading onset models.

• Investigate the effect of entrainment droplets in the gas core in the existing liquid
film models.

• Develop a new model for prediction of the onset of liquid loading in inclined pipe.

• Analyse and quantify liquid accumulation along the wellbore vs. gas flow rate, con-
sidering several onset criteria and pressure drop models.

1.3 Contributions

During the research period several contributions were made, in terms of modelling work
and experimental work. This work’s contributions include:

• Multiphase lab upgrades related to start-up and shutting-down procedures, and the
modification of existing experimental facility, by:

– Installing and calibrating appropriate instrumentation to measure pressure
gradient covering the whole range of pipe inclination tested.

– Installing high-speed camera and lighting (LED panel) to enable a better visu-
alization of the flow present in the pipe.

• Experimental data acquisition on gas-liquid two-phase flow in upwards inclined pipe
by investigating :

– Effect of liquid viscosity on the flow pattern transition in an inclined pipe.

– The effect of fluid type, inclination angles and flow rates on the liquid loading
deposition mechanism.
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• Theoretical investigation on the applicability of available models for the prediction
of:

– Flow pattern transition in inclined pipe.

– Liquid loading deposition mechanism in inclined pipe.

• Numerical analyses on existing dynamic multiphase flow simulator to quantify the
accuracy and deficiencies of the simulator on the prediction of:

– Flow pattern transition in inclined pipe.

– Liquid loading deposition mechanism in inclined pipe.

• Development and validation of a new model for prediction of the onset of liquid
loading in inclined pipe.

1.4 Research overview

The work performed in this research was partly experimental and partly numerical. A test
matrix (see Section 3.4) was designed and executed to support the study of flow regime
transition model and onset of liquid loading in gas-liquid flow in inclined pipes.

The diagram presented in Figure 1.1 summarises the activities of the research work,
where the major activities encompassed literature survey, experimental and flow simula-
tion. Experimental data were compared with results from existing numerical models and
from a commercial transient simulator.

Figure 1.1. Research activity overview

At the beginning of the research project, a careful and detailed literature survey on top-
ics related to liquid loading and two-phase gas-liquid multiphase flow in upward inclined
pipes were carried out.
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The experimental stage started with facility preparation, which gradually included im-
provements of instrumentation, updating the acquisition system and familiarisation with
laboratory equipment handling, such as start-up; testing; shutdown and safety procedures.
Later on, numerical studies were performed, where acquired data was used for evaluation
of existing methods.

1.4.1 Thesis structure

Five chapters and three appendices define the dissertation subdivisions. The chapters
cover the following topics. Theoretical background on diverse aspects within the research
topic. Experimental work procedures and techniques. Results of different evaluations.
Conclusions and recommendations of further work.

Thus, Chapter 2 gives a general review of the most relevant theories and concepts
available in the literature on experimental and analytic studies related to the scope of
the thesis. Chapter 3 provides a detailed description of the experimental procedures, test
section, data acquisition and processing methods as well as of the instrumentation, which
might be useful as basis for future experiments in similar or distinct work. Chapter 4
presents the results and the discussion on validation of the model found in the literature
with the data acquired. Chapter 5 concludes the work, and recommends further studies.

1.4.2 Paper list

This PhD work has produced the following publications:

• Paper 1 (Conference paper, published): Vieira, C., Kallager, M., Vassmyr,
M., Forgia, N., Yang, Z., 2018, Experimental investigation of two-phase flow regime
in an inclined pipe, 11th North American Conference on Multiphase Production
Technology, Banff, Canada, 6-8 June 2018

• Paper 2 (Conference paper, published): Vieira, C., Stanko, M. 2019, Ap-
plicability of models for liquid loading prediction in gas wells, 81st SPE Europec
featured at 81st EAGE Conference and Exhibition, London, 3-6 June 2019

• Paper 3 (Conference paper, published): Vieira, C., Stanko, M. 2019, Effect
of droplet entrainment in liquid loading prediction, 19th international conference on
multiphase production technology. France, Cannes, 5-7 June 2019

• Paper 4 : Vieira, C., Stanko, M., Oplt, T., An improved model to predict liquid
loading onset in inclined pipes considering a non-uniform liquid wall film.
Draft paper to be submitted to the Journal of Natural Gas Science and Engineering
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Chapter 2

Review of inclined gas-liquid flow

For several years, efforts have been directed towards improving the understanding of
multiphase flow complexity, as well as to develop technical solutions for handling and
controlling flow behaviour. Basically, multiphase flow refers to the physical phenomenon
with two or more phases flowing in a pipe. In multiphase flow, the phases exhibit different
distribution configurations in the pipe depending on the characteristics of the system, the
properties of the fluid and operational conditions. The geometrical configurations are
called flow patterns or flow regimes. Determination of flow regime in multiphase flow
analysis is a major challenge, and pressure drop, holdup and phase velocities are strongly
dependent on flow pattern (Shoham, 2006). Two-phase flow can be characterised as liquid-
liquid or gas-liquid system, where the first case means that the two liquids are immiscible.
Three-phase flow is normally characterised by liquid-liquid-gas systems. Gas-liquid two-
phase flow can occur in various industrial fields such as chemical and nuclear reactors
in a wide range of engineering applications. In the petroleum industry, this type of flow
can occur during production and transportation of oil and gas, in production tubing, in
flow-lines and in processing plants. For instance, in gas wells, the decline of pressure and
temperature during long-term production could lead to condensation of liquid from the
gas, thereby creating a complex two-phase flow system that must be studied in detail. Gas
wells have in general drawn much attention among researchers regarding their behaviour,
especially for the phenomenon called liquid loading.

The literature review deals with gas-liquid two-phase flow in upward inclined pipe. The
review presented in this section is limited to gas dominated flows with low liquid content,
for which annular flow and transition to intermittent flow (slug or churn flow) are the
dominant flow regime of interest. Other flow patterns were also explored. A summary of
all the most relevant studies are presented in Table 2.1 and Table 2.2 at the end of the
Chapter.
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2.1 Flow pattern maps in inclined pipe

For many years the flow pattern classification in two-phase gas-liquid flow have been a
topic highly subjective to lack of agreement among investigators, due to complex patterns
that is usually classified individually by visual observations, videos and photos of the flow.
For the industry this has been a disadvantage, since different visual interpretations were
reported under identical flow conditions. Therefore, many empirical correlations to classify
and identify the flow patterns quantitatively were proposed.

Nowadays, with exploration into deep water from central installations, production wells
tend to be highly deviated wells with inclinations between 10◦ to 85◦. For inclined wells
little information is available and most of the existing correlations have not been suc-
cessful in predicting their flow behaviour. Normally, pipe with a low upward inclination
angle from horizontal can present considerable higher gravitational pressure gradient than
the frictional pressure gradient. If not well predicted this difference can have a consider-
able impact on the designing of field processing equipment such as gas-liquid separators.
Therefore, accurate prediction of flow behaviour is required.

Several authors have proposed flow regime maps from experimental work and developed
empirical correlations for flow pattern predictions for different conditions for either ho-
rizontal or vertical pipe: Kosterin (1949), Baker (1953), Eaton et al. (1965), Aziz and
Govier (1972), Taitel and Dukler (1976) and Weisman and Kang (1981) (cited in Shoham
(2006)). Studies on gas-liquid two-phase flow for inclined pipe began in the mid 1970’s,
when Singh and Griffith investigated slug flow at small upward inclination angles using air
and water and developed simple correlations for pressure drop and liquid holdup. Beggs
and Brill (1973) developed a correlation for pressure gradient prediction in two-phase
flow that could be applied to the entire range of inclination angles. Taitel and Dukler
(1976) proposed a physical model that predicted flow regime transitions in horizontal and
near horizontal (±10◦) gas-liquid flow. They compared the experimental flow pattern
transition presented by Mandhane et al. (1974) with their own model prediction.

In 1980 Barnea et al. published flow regime maps from experimental measurements
performed for air-water upward and downward system in ±10◦ inclined pipe. The data
was compared with the Taitel and Dukler (1976) model which led to the conclusion that
the model was applicable to ±10◦ inclination with good accuracy. Weisman and Kang
(1981) conducted experiments on flow pattern transition during co-current gas-liquid flow
in vertical and upwardly inclined pipe. The collected data were used to develop an
improved dimensionless correlations of flow pattern boundaries. They concluded that the
effect of the inclination angle in upward co-current flow was not very significant on the
flow regime boundary.

Shoham (1982) attempted to define an acceptable set of flow patterns over the en-
tire range of inclination angles, namely horizontal flow, upward/downward inclined flow
and upward/downward vertical flow. He classified two-phase flow into four main regions:
Stratified, subdivided into stratified-smooth (SS) and stratified-wavy (SW); Intermit-
tent with elongated-bubble (EB), slug (SL) and churn (CH) flow; Annular with annular
(A) and annular-wavy (WA) and Dispersed-bubble or Bubble region. Figure 2.1 and
2.2 present an example and illustration of flow regime maps classification for two-phase
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flow in inclined pipes.

Figure 2.1. Example of flow pattern maps classification for air-water flow at standard
temperature-pressure (STP) in 2.54 cm 0.25◦ upward inclined pipes. Adapted from Shoham
(2006)

Figure 2.2. Flow regime maps for gas-liquid flow in inclined pipes. Adapted from Shoham (2006)

Stratified flow is characterised by phase segregation due to gravity, where liquid
flows at the bottom of the pipe and the gas on the top. Stratified flow is mainly present
in horizontal pipes at relatively low pipe inclination angles. It also occurs at low gas
and liquid flow rates. Stratified wavy flow is identified in the presence of stable waves
formed at the interface, while stratified smooth is defined when the gas-liquid interface is
smooth. Stratified smooth flow can occur in upward inclination less than 0.25◦ (Barnea
et al., 1980b).

Intermittent flow is normally characterised by alternate flow of liquid and gas, where
liquid fill the entire pipe cross-sectional area while the gas flows as gas pockets. The flow
might also contain a stratified liquid layer flowing at the bottom of the pipe, in case of low
inclination. In vertical pipes the gas phase flows as large bullet-shaped bubbles known as
“Taylor bubble”. The bubble diameter is almost equal to the pipe diameter. In the case
of churn flow the liquid phase flows with an oscillation motion while flowing upwards.
This flow pattern occurs at high gas flow rates and is similar to slug flow but much more
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chaotic and the Taylor bubble breaks slowly up into dispersed bubbles. At relatively low
gas rates, the flow is calmer and elongated-bubble can occur.

Annular flow is characterised by the presence of a high velocity gas core, which might
contain dispersed liquid droplets and is surrounded by thin annular liquid film that flow
along the pipe wall. For vertical flow, the thickness of the liquid film is approximately
uniform. For horizontal and slightly inclined pipes the liquid film at the bottom of the
pipe is usually thicker than the top, depending of the gas and liquid flow rates. At lower
gas flow rates, annular wavy flow is identified at the bottom of the pipe, while aerated
unstable waves are swept around the pipe which can make the flow appear both stratified
wavy and slugging.

Dispersed-bubble flow is defined as the flow were the gas phase is distributed as
discrete bubbles within the continuous liquid phase. In this flow regime the phases move
at almost the same velocity as a result of high liquid flow rates.

Barnea et al. (1985) reported a new set of experimental data covering inclinations ran-
ging from 0◦ to 90◦. They modified and extended the model of Taitel and Dukler (1976)
and Taitel et al. (1980) to provide mechanistic models for flow pattern transition bound-
aries estimations over the entire inclination range. Stanislav et al. (1986) reported flow
patterns, pressure gradients and liquid holdup for a two-phase flow using air and oil. The
data was compared to Taitel and Dukler’s theory and Nicholson et al. (1978) intermittent
flow model and showed a good agreement. Afterwards, Barnea (1987) proposed a unified
model to predict the steady-state transition boundaries for the whole range of pipe in-
clinations through equations and dimensionless maps, that incorporated the effect of flow
rates, fluid properties, pipe size and pipe inclination. The model was an extension of the
suggested model by Barnea (1986) where the transition from annular to intermittent flow
and from dispersed bubble flow were suggested and previously published by Barnea et al.
(1982a,b, 1980b, 1985). The validation of Barnea model was performed using experimental
data from Shoham (1982). Gokcal et al. (2008) experimentally studied the effect of high
viscosity liquid on the flow pattern for oil-gas flow in horizontal pipe. Later Jeyachandra
et al. (2012) extended the study using slightly inclined pipe (±2◦ from horizontal). They
reported flow pattern and pressure drop. The results were then used to evaluate different
flow pattern maps and two-phase flow correlations. They also confirmed the observations
of Kokal and Stanislav (1989b), who claimed that pressure gradients were flow pattern
dependent.

The present thesis focuses on the transition mechanism from annular to intermittent
flow and will use as a starting point the model described by Barnea (1986). Other flow
types, such as stratified, dispersed bubble and elongated bubble, will only be briefly
described. A detailed description of the annular-intermittent transition mechanism is
presented in Appendix B.1.

2.1.1 Pressure gradient

Pressure gradient in two-phase flow is of particular interest to many industries. In the
petroleum industry for instance, pressure gradient prediction is important during system
design. Compared to single phase flow, pressure gradient in two-phase flow is more com-
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plicated and difficult, due to the complexity of the flow.

Several studies on the determination of pressure gradient in two-phase flow have been
performed for horizontal and vertical pipes (Baker, 1953; Flanigan, 1958; Dukler et al.,
1964a,b; Orkiszewski, 1967; Aziz and Govier, 1972 and Shoham, 2006). Orkiszewski (1967)
for instance, developed a pressure drop prediction scheme for vertical pipes based on an
identification of the flow pattern and application of selected mechanistic and empirical
methods of individual flow patterns. Shoham (2006) presented total pressure gradient for
different flow patterns in vertical and horizontal pipes. He used data reported by Aziz
and Govier (1972) for a 25 mm inner diameter pipe with air-water at standard conditions.

Figure 2.3. Pressure gradient vs. superficial gas velocity in vertical flow. Adapted from Shoham
(2006)

Figure 2.3 presents pressure gradient dependence on flow pattern for vertical flow, at
constant superficial liquid velocity. As can be seen, for low superficial gas and liquid velo-
cities, the flow is bubble flow, exhibiting high pressure gradients. This is due to high liquid
content present in the pipe, which results in high gravitational pressure gradient. Keeping
the superficial liquid velocity constant, as the superficial gas velocity increases, total pres-
sure gradient reduces and the flow pattern become intermittent flow. The increase of gas
flow rate leads to a reduction of liquid content, resulting in lower gravitational pressure
drop. On the other hand, frictional pressure gradient effect is not high since moderate
superficial gas velocity is encountered in intermittent flow. Thus, total pressure gradient
exhibits a minimum value, which is the sum of the gravitational and frictional gradient.
At further increase of superficial gas velocity, the flow pattern becomes annular and total
pressure gradient rises due to high frictional pressure gradient. However, these proposed
correlations were not corrected for inclined flow.

In 1973 Beggs and Brill published a correlation for prediction of pressure drop when
gas, liquid or both are flowing in a pipe. The development of the correlation was based
on horizontal pipe and then extended to cover the whole range of inclination pipe. For
pressure drop prediction the correlation often checks for flow regime that would occur if
the pipe were horizontal. Afterwards the liquid holdup is corrected for other inclination
angles, though inclination correction factors differs for each flow regime.

Gray (1978) developed a correlation for pressure drop for vertical gas wells producing
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free water and/or condensate. In the petroleum industry Gray’s correlation have been
widely used for pressure loss predictions along the wellbore, especially for gas well with
low liquid fraction. The correlation was based on the mechanical energy balance, where
the pressure loss was a result of hydrostatic head, frictional head loss and acceleration. A
detailed description of Equation 2.1 is presented in Appendix B.2.

dp

dx
=

gρ

144gc︸ ︷︷ ︸
Gravity

+
2fρNSv

2
m

144gcD︸ ︷︷ ︸
Friction

+ ρNSvm
dvm
dz︸ ︷︷ ︸

Acceleration

(2.1)

2.2 Liquid loading

Most mature gas wells eventually enter into a period when start experiencing a period
where the flow rate of the produced gas is not sufficient to carry all the co-produced liquid
to the surface. Under this condition, the non-produced liquid accumulates at the wellbore,
resulting in reduction of the gas production or even causing a premature abandonment
of the well. This phenomenon is often defined as liquid loading. The co-produced fluid
can be free liquid flowing from the reservoir and/or condensate and water that drop out
of the gas due to pressure and temperature reduction along the tubing.

Figure 2.4 illustrates gas well behaviour with time once the reservoir pressure depletes.

Figure 2.4. Production profile for gas wells experiencing liquid loading. Adapted from Fernandez
et al. (2010)

At the beginning of the production, reservoir pressure is sufficiently high to achieve
gas production rates that can transport any co-produced liquid phase that might exist to
the surface, which makes the well produce at stable condition (annular flow regime). The
liquid phase is normally transported as droplets entrained in the gas core and/or as film
attached to the pipe wall.
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As the pressure in the reservoir goes down, the gas rate drops as well as its capacity of
lifting the liquid, reaching a critical gas rate. At the critical gas rate, liquid present in the
wellbore starts to flow counter-current and accumulates in the bottom of the production
tubing. This situation is followed by the start of intermittent flow pattern present in
some parts of the tubing, leading to an unstable production condition. Liquid loading
typically starts occurring at the bottom-hole, where pressure is maximum and gas velocity
is minimum, or close to the wellhead, where the temperature is lower and liquid content is
maximum. The accumulated liquid creates a back-pressure against the formation resulting
in a further reduction of gas production and premature abandonment of the well due to
further accumulation of the liquid.

To counteract liquid loading and to maintain production, deliquification methods such
as gas lift, plunger lift, production cycling, down-hole pumps, etc, are typically installed in
these wells. The operator must make an accurate prediction of the onset of liquid loading
to support the choice of the method to be used to prevent the well from abandonment.
Despise the extensive availability of models used for predicting the behaviour of such
wells, the basic flow mechanism is not accurately accounted for by current models. This
is due to lack of experimental data, especially for wells with inclined sections.

Several researchers (Vitter Jr, 1942; Jones, 1946; Duggan, 1961 cited by Turner et al.,
1969; Guo et al., 2005 and Chupin et al., 2007) have suggested different methods, cor-
relations based on field and experimental data, equations from physical properties to
determine when the liquid starts to accumulate in the well. Almost all these analyses
indicated the existence of two physical models for liquid removal in gas wells (see Figure
2.5): (a) liquid is transported as droplets entrained in the high velocity gas core and (b)
liquid is transported as film moving along the walls of the pipe.

Figure 2.5. Illustrative diagram of liquid transportation in gas well

2.2.1 Liquid droplet model

The liquid droplet entrained model, also known as liquid droplet reversal, assumes that
the falling of liquid droplets present in gas core is the main cause of liquid loading. Turner
et al. (1969) proposed an equation that calculates minimum gas velocity necessary to lift
the largest droplet present in gas core. When the gas velocity in the tubing drops below
this minimum gas velocity, liquid loading will likely occur. The equation was developed
based on drag and gravity forces that act on the falling liquid droplet. Turner’s equation
for critical superficial gas velocity (m/s):
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vg,min = 6.556

[
σ(ρl − ρg)

ρg2

]1/4
(2.2)

To match their field data during model validation the original coefficient was corrected
by 20%. Therefore, the value of 5.463 was changed to 6.556.

Many researchers made refinements and modifications to Turner et al. (1969) droplet
model to better match different sets of data with varying degrees of success (Coleman
et al., 1991; Nosseir et al., 1997; Li et al., 2001; Wang et al., 2010 and Sutton et al.,
2010). Modification were addressed on the shape of the liquid droplet, adjustment of the
equation coefficient value and effect of flow condition among others.

The Turner et al.’s equation has been widely used in the petroleum industry as a
primary method to predict liquid loading in gas well, but it was not long before the need
of predicting the phenomenon in deviated wells came up. Thus, the droplet model was
modified to include the effect of inclination. Flores-Avila et al. (2002) proposed a new
droplet model based on the Turner et al. model. They adapted to field units and included
a coefficient to account for well deviation angle. Flores’s equation for critical superficial
gas velocity (m/s):

vg,min = 14.27

[
σ(ρl − ρg)
Kd cos(α)ρg2

]1/4
(2.3)

Kd = 4

[
24

NRe

+
4

N0.468
Re

+ 0.5

]
where, α is the deviation angle from vertical, Kd is the drag coefficient that corresponds
to the Reynolds number at flowing condition of the continuous phase as suggested by
Nosseir et al. (1997).

In 2008 Belfroid et al. studied the effect of pipe inclination angle on the droplet
model prediction. Plotting the critical gas velocity, a function of inclination angle using
data from Van’t Westende (2008), presented in Figure 2.6, they observed that as the
inclination angle changed downwards from vertical, the critical gas velocity increased,
reaching a maximum value.
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Figure 2.6. Critical gas velocity vs. inclination angle (Belfroid et al., 2008)

The behaviour was then related to the decrease of gravitational forces perpendicular
to the flow and increase of film thickness along the full circumference of the tubing. To
account for the effect of inclination angle on the critical gas velocity prediction they
proposed a new droplet model. The proposed model resulted from a combination of
Fiedler and Auracher (2004) model with the conventional Turner equation. Belfroid’s
equation for critical superficial gas velocity (m/s):

ṁg,min =
(

3.1A
√
ρg(gσ(ρl − ρg))1/4

) (sin 1.7θ)0.38

0.74
(2.4)

where ṁg,minx is the minimum gas mass flow rate [kg/s], ρg and ρl the gas and liquid
density [kg/m3], σ the surface tension [N/m] and θ the inclination angle refereed to
horizontal (where θ = 0◦).

Recently, Wang et al. (2016) performed an experimental study on air-water flow system
in coiled pipes with 30 mm and 40 mm inner diameter at an inclination angle of 15◦ to
76◦ from horizontal. Based on the experimental data, they proposed a modification on
Belfroid et al. (2008) model to include the effect of pipe diameter on the prediction of
critical gas velocity. Wang’s model for critical superficial gas velocity (m/s):

vg,min = (5.13 lnD − 14.1)

[
σ(ρl − ρg)

ρg2

]1/4
(sin 1.7θ)0.38

0.74

1

ln
(
45.6v2sl − 9.5vsl + 3.1

) (2.5)

Even though the droplet model is simple, easy to use and tune, there is some field
and experimental evidence that shows limited predictability (Guo et al., 2005; Zhou and
Yuan, 2009; Veeken et al., 2010; Yuan, 2011 and Shekhar et al., 2017).
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2.2.2 Liquid film model

The liquid film model also known as liquid-film-reversal model assumes that liquid is
transported as film moving along the walls of the conduit while the gas core flows in the
centre. The liquid accumulation in the well starts when the liquid film can no longer be
lifted to the surface. Turner et al. (1969) on basis of field data analyses, concluded that
liquid film does not represent the controlling liquid transport mechanism. To identify
when the liquid film is no longer lifted to the surface, approach was proposed based on
pressure gradient measures and flow regime transitions.

Zabaras et al. (1986) conducted an experimental study on the film flow for vertical
upwards concurrent annular gas-liquid flow, where instantaneous local film thickness, wall
shear stress and pressure gradient were measured. They concluded that at low gas flow
rates the film motion is controlled by a switching mechanism. This switch mechanism
was designated as churn flow, that is coupled to the instability of the liquid film due to
decreasing of both film-thickness and the interfacial friction. Several subsequent authors
have shown that liquid loading is accompanied by flow regime transition from annular
flow to slug or churn flow (intermittent flow). The annular-intermittent transition model
of Barnea (1986, 1987) is widely used for the onset of liquid loading in deviated pipes (see
Appendix B.1). The model assumes no variation in film thickness around the pipe for all
inclination angles.

In 1994 Paz performed experimental and theoretical investigation on two-phase annular
flow focused on the effect of inclination angle on the liquid film thickness distribution in
the circumferential of the pipe. They observed that as the pipe inclination approaches
horizontal conditions liquid phase tends to accumulate at the bottom of the pipe. This
results in a thicker liquid film at the bottom and a thinner film at the top (Figure 2.7).
They concluded that inclination angle strongly affects the liquid film thickness (δ) proving
Barnea’s assumption wrong.

Figure 2.7. Liquid film thickness distribution around the pipe circumference (Φ=0◦ at the
bottom of the pipe) for vsg=18.29 m/s, vsl=0.0124 m/s, different pipe inclination (θ=90◦ is
vertical) observed by Paz (1994)
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Recently, Luo et al. (2014) published a correlation that took into account the non-
uniform film thickness (Equation 2.9) and used Barnea (1986) methodology to predict the
onset of liquid loading, i.e., annular-intermittent transition. They used Fore et al. (2000)
interfacial friction factor correlation (Equation 2.6) instead of Wallis (1969) (Equation
B.12).

fi = 0.005

1 + 300

(1 +
17, 500

Reg

)
δ̃L − 0.0015

 (2.6)

The new correlation was developed by comparing a uniform and non-uniform film
thickness model shown in Figure 2.8. For the case of uniform film thickness they approx-
imated the area of the film to the area of an expanded rectangle, while for non-uniform
case the film was approximated to a trapezoid (see Equation 2.7) that was used in the
work of Barnea (1986).

Figure 2.8. Schematic of uniform and non-uniform liquid film thickness. Taken from Luo et al.
(2014)

A1 = πDδc A2 =
1

2

[
δ(0, θ) + δ(π, θ)

]
πD (2.7)

where D is the pipe diameter, δc is the constant film thickness, δ(0,θ) is the film
thickness at the top of the pipe and δ(π, θ) is the film thickness at the bottom of the pipe.
Considering, A1 equals A2, constant film thickness was expressed as

δc =
1

2

[
δ(0, θ) + δ(π, θ)

]
(2.8)
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For film distribution along the pipe circumferential position for different pipe deviation
they proposed the following empirical equation

δ (φ, θ) = (1− αθ cosφ) δc (2.9)

α =

{
0.0287 0 ≤ θ < 30
0.55θ−0.868 30 ≤ θ ≤ 90

To incorporate the equation for the variation of film thickness due to pipe inclination
into Barnea’s model, the film thickness (δ̃l) that satisfy Equation B.14 is considered to be
δc, and the new film thickness is assumed to be corrected for inclined pipe.

Later, Shekhar et al. (2017) proposed a new set of empirical correlations keeping the
same concept of film thickness variation with pipe inclination (Equation 2.10). They used
the same criterion as developed by Barnea (1986), except they assumed that in inclined
pipe the liquid loading onset would begin when the liquid film at the bottom of the pipe
starts falling back.

δ (φ, θ) =

1−

(
1− e−0.088θ

1 + e−0.088θ

)
cos θ

 δ̃avgL (2.10)

To calculate the critical gas velocity, they estimate the maximum film thickness for
required shear stress given by Equation B.8, and then converted the film thickness using

the relation given in Equation 2.11. Thereafter, their corrected δ̃avgL is substituted back
on Barnea (1986) Equation B.8, for determination of the critical superficial gas velocity.

δ̃avgL =
1

2

(
1 + e−0.088θ

)
δ̃max (2.11)

In addition, they modified Wallis (1969) (Equation B.12) interfacial friction faction (fi)
and proposed a correlation that is dependent on the inclination angle (Equation 2.12).

fi = 0.005

{
1 +

[
340 (1 + cos θ) δ̃avgL

]}
(2.12)

The validation of the new model was performed though the use of data from Alsaadi
(2013) and Guner (2012), which have shown an improvement on the prediction of onset
of liquid loading.

Along with the concept of film fall reversal due to switch mechanism, nodal analysis
concept was taken as a new criterion to predict of onset of liquid loading. The nodal
analysis concept suggests that once the pressure drop in the production tubing decreases
reaching a minimum pressure liquid starts to accumulate at the wellbore.
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Zabaras et al. (1986) through experimental data observed that the pressure drop dis-
plays a minimum as the gas flow rate is reduced for a given constant liquid flow rate.
They related the minimum pressure with a dimensionless gas velocity v∗g = 1.06 where,

v∗g = vg × ρ1/2g

[
gD(ρl − ρg)

]−1/2
(2.13)

This behaviour was earlier observed by Hewitt et al. (1965), who reported v∗g = 1.12
as mentioned on Zabaras et al. (1986).

This behaviour of the pressure drop was accompanied with the annular-intermittent
flow transition. Erratic behaviour of the flow (intermittent flow) was observed on the
left region of the minimum pressure point, while on the right region a more stable flow
(annular flow) was dominant. Figure 2.9 illustrates the gas well pressure behaviour vs gas
velocity.

Figure 2.9. Schematic of the total pressure gradient on vertical pipe observed. After Zabaras
et al. (1986)

Afterwards, researchers like Kelkar et al. (2013), Sarica et al. (2013), Luo et al. (2014)
and Waltrich et al. (2015) started to use the concept of minimum pressure to define the
initiation of liquid loading.

Tables 2.1 and Table 2.2 below show a summary of most relevant works within, gas-
liquid two-phase flow and liquid loading. Information such, year of publication, purpose
of the work and flow conditions were also presented in the tables.
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Chapter 3

Experimental methodology

Experiments were carried out at the Multiphase Flow Laboratory located in the depart-
ment of Energy and Process Engineering at NTNU in Trondheim, Norway. The laboratory
facility consists of several flexible test sections and mini loops, that have been extensively
used to generate multiphase flow experimental data for diverse conditions. Three-phases;
water, oil and air, can be simultaneously circulated. The infrastructure includes fixed ele-
ments such as flow meters, control valves, pumping system, mixing sections, separator and
tanks, allowing fluid supply and operational condition control. All lab instrumentation
are connected to a data acquisition system and controlled by a main program written in
LabView R© where output signals are provided. For this research work the inclined test sec-
tion was used for further investigation on the effect of pipe inclination on the multiphase
flow systems and on liquid loading phenomena.

3.1 Experimental setup

Figure 3.1 presents a schematic representation of the inclined facility, showing the main
single phase flow lines and equipment installed in the inclined test section. The inclined
test section comprises of a 60 mm inner diameter, approximately 7 m long inclined trans-
parent acrylic pipe, leaning on a steel beam connected to a lift mechanism, which allows
the section to be easily adjusted to a desired inclination angle by using a connected lift
handle. The test section inclination range spans vary from 0◦ to 90◦ (referenced to ho-
rizontal). However, the range of variation of inclination angle was limited because the
structure that supports the steel beam had a maximum of 78◦ predetermined inclination
due to safety. The section had two possible mixing sections for liquid and gas. One
located before the test section pipe (mix point1) where gas and liquid phases flowed to-
gether through a flexible pipe before entering the test section. When the second mixing
section was used (mix point2), the phases flowed separately through the flexible pipes and
were mixed at the bottom of the test section. The second mixing section was preferred,
to avoid flow instabilities and transients caused by the flexible pipe. After entering the
mixing section the fluids flowed through the test section to a separator located at the top
of the pipe where the air was vented to the atmosphere while water and/or oil passed into
a secondary separator and finally fell back into the main separator at the basement. To
improve the separation of oil and water the main separator contained mesh coalescers.
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Figure 3.1. Sketch of the inclined test section at NTNU

3.1.1 Fluid system

Experiments were carried out using mineral oil and water as liquid phase and compressed
air as gas phase. Air was supplied at 7 bar by the pressurised air network of the building
and reduced to operational pressure of approximately 4 bar. A ball valve was installed
on the air line inlet allowing a direct control on gas injection in the test section. Oil and
water were supplied through individual lines by the pumping system and stored in the
main separator located in the basement of the laboratory. To visually discriminate oil
and water a dye that gave a yellow-green colour (fluorescein sodium C20H10Na2O5) was
added to the water.
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Two distinct mineral oil were used in the experimental campaigns, Exxsol D80 and
mixed oil. Diaz (2016) who had performed experimental tests previous to this research,
reported that the mixed oil present in the main separator was a combination of 5600
litres of Nexbase 3080 (79% by volume) diluted with 1500 litres of Exxsol D80 (21% by
volume). Prior to a new experimental campaign samples of the liquid were taken from
the flow loop separator. Fluid properties are summarised in Table 3.1.

Table 3.1. Liquid and gas properties @ 1 atm and 20◦C

Phase Fluid Density [kg/m3] Viscosity [cP] Surface tension [mN/m]

Liquid

Mixed oil 840.1 25 28
Exxsol D80 802.6 1.8 24.9

Water 997.9 1.1 60
Gas Air 1.2 0.018 -

Laboratory temperature variation was monitored during the experiments using a ther-
mocouple. From one experiment to the other, the temperature was around 20◦C with a
variation of ±3◦C.

Oil and water densities were measured by filling a pycnometer with known volume and
then weighting it on a precision scale. Considering air as an ideal gas, the density was
determined by the ideal gas law equation.

Oil and water dynamic viscosity were measured using a rotational rheology meter
(model Ares-G2- from TA Instruments). The rheology meter used determines the viscosity
by measuring the shear stress between the plate and the fluid while varying the shear rate.
The effect of pressure on viscosity was neglected. The effect of temperature in the fluid
viscosity could also be estimated by using a heating plate. Figure 3.2 shows the variation
of the fluid viscosity with temperature at atmospheric pressure. Due to the difference on
the fluids viscosity range secondary axis was used for water and Exxsol D80 measurements.

Figure 3.2. Dynamic liquid viscosity variation with temperature
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It can be seen from Table 3.1, that the water present in the flow loop exhibited a
slightly higher viscosity than pure water. This might be due to emulsification with oil
present in the separator. The effect of temperature on the working liquid viscosity was
estimated using Lewis-Squire correlation (Equation 3.1) from Chupin (2003):

µl
−0.2661 = µK

−0.2661 +
T − TK

233
(3.1)

where µK is the measured liquid viscosity in cP at TK = 293.15K, T and TK are in K,
µl and µK in cP. Considering a temperature variation of ±3◦C in the lab, the variations
in mixed oil viscosity, water viscosity and Exxsol D80 viscosity did not exceed ±3cP,
±0.06cP and ±0.1cP respectively.

Oil and water surface tension were measured with a drop shape analyse tensiometer
(model DSA100 from Krüss) using the Pendant drop method. Pendant drop method
measures the surface tension or interfacial tension from the shadow image of a drop
suspended from a needle in a bulk liquid or gas phase. Figure 3.3 shows the measurement
of surface tension, where air drop is suspended in Exxsol D80.

Figure 3.3. Drop shape analysis for liquid surface tension measurement

After the test, the tensiometer outputs gave a report where a mean value for the surface
tension was displayed. From Table 3.1 it is possible to see that the surface tension of water
is lower compared with pure water (typically 72 mN/m), probably due to a contamination
by surface active agents coming from either the oil or small organisms living in the water.
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3.2 Instrumentation

3.2.1 Flow rate measurements

The multiphase laboratory was equipped with six flow meters. For each flow line (oil,
water and air) two flow meters were connected as shown in Figure 3.1. The selection of
the flow meter was dependent on the experiments to be conducted. Table 3.2 summarises
the specifications of the flow meters including the operating range and accuracy.

Table 3.2. Flow meter specifications

Fluid Model Type Range Accuracy(±)

Air
MicroMotion CMF025 Elite Coriolis 0.12 - 80 kg/h 0.5%

Endress & Hauser Prowir 77W Vortex 0 - 85 l/h 1%

Oil
Micromotion F025 Coriolis 100 - 1000 kg/h 0.15%
Micromotion F025 Coriolis 1000 - 5000 kg/h 0.15%

Water
Endress & Hauser Promag 33 Elmag 0.053 - 0.987 l/s 0.5%
Fisher-Porter COPAXM Series Elmag 0.83 - 10 l/s 0.5%

In case of air flow rate measurement, the Coriolis meter provides a direct measurement
of the mass flow rate, while the vortex meter located on the high-pressure side of the
facility gives a volumetric flow rate. Pressure readings from a pressure transducer (pvortex)
located next to the vortex meter was used to estimate the superficial gas velocity using
Equation 3.2.

vg,atm =
1

A
qvortex

pvortex
patm

(3.2)

where A is the pipe cross section of the test section.

3.2.2 Pressure gradient measurements

Pressure gradient was obtained from the measurement of two differential pressure trans-
mitters (DPT) and three absolute pressure sensors. Instrument specifications are given
in Table 3.3

Table 3.3. Specifications of the pressure sensors

Instrument tag DPT 4.02 DPT 4.03 PT 4.08 PT 4.11 PT 4.12
Serie typea Fuji FKCW22 Fuji FKCW22 Aplisens Aplisens Aplisens

Range limit[bar] ±0.06 ±0.06 1 – 1.4 0 – 1 0 – 1

Serie typeb Aplisens 2000ALW Fuji FHCW22 Keller Keller Keller
Range limit[kPa] ±50 ± 64 0 – 200 0 – 200 0 – 200
aSensor used in experimental campaign: February 2017 to July 2017
bSensor used in experimental campaign: March 2017 to December 2018
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The pressure sensors were connected to the test section through pressure taps (see
Figure 3.4) glued on the outside wall of the pipe at specified location (see Figure 3.5). The
absolute pressure sensors were connected to the upper wall pressure taps while differential
pressure cells were connect to the bottom through small impulse nylon tubes (6 mm inner
diameter) filled with a known fluid to avoid that bubbles trapped in the nylon lines could
damp the pressure signal. The DPT were fixed separately to the pipe section to avoid
vibration error due to high values of gas velocity used during the experiments.

Figure 3.4. Pressure tap glued to the test section

Figure 3.5. Schematic diagram of the instrumentation implemented in the test section. This
diagram provides an overview of the instrumentation installed and position of each instrument

Each pressure transducer was calibrated individually and showed very good linearity,
as presented in Figure 3.6.
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Figure 3.6. Example of calibration results for one of the pressure transducers

Besides the individual calibration, daily verification was performed prior to the experi-
ments to ensure acceptable accuracy on the pressure gradient measured. For the absolute
pressure sensors, the test section was fully filled with water which would be flowing for at
least 15 minutes to ensure no bubble were present in the test section and on the pressure
taps. After 15 minutes pumping the system was stopped and pressure recorded for each
absolute pressure sensor. The recorded pressure was then compared with the hydrostatic
pressure determined by Equation 3.3.

pPT,i = patm + ρl,pipeg∆hPT,i (3.3)

where patm is the atmospheric pressure, ρl,pipe is the liquid density present in the pipe
section, g is the acceleration of gravity and ∆hPT,i = sin θLPT,i is the height of the water
column above each corresponding pressure sensor.

Figure 3.7 shows the result of daily verification for different pipe inclinations used in
the research work. Measured pressure values exhibit a good match with the calculated
hydrostatic pressure.
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Figure 3.7. Daily calibration verification results for the absolute pressure transducers for different
pipe inclinations

As the pipe section is tilted from horizontal position, static pressure is added to the
pressure measured by the differential pressure. This pressure comes from the liquid inside
the impulse tubes which connected the pressure taps with the differential cells. So, for
the differential pressure transmitter the pressure was recorded when the pipe section was
empty, and the impulsive tubes were filled with a known liquid. The recorded data was
then compared with a pressure gradient determined by Equation 3.4.

∆pDPT,i = ρl,itg sin θLDPT,i (3.4)

where ρl,it is the known liquid density inside the impulse tubes, LDPT,i is the distance
between the high to the low pressure side of the differential pressure transmitter.
Figure 3.8 shows the result of daily verification for the differential pressure transmitter
for different pipe inclination. Measured pressure gradient presented a good match with
the calculated.
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Figure 3.8. Daily calibration verification results for the differential pressure transmitter for
different pipe inclinations - impulsive tubes filled with water

The pressure gradient measured during the experimental work had to be corrected for
the additional hydrostatic pressure difference in the tubes. Thus, the values of Figure
3.8 were subtracted from the pressure readings coming from the differential transmitters.
In order to improve the accuracy of the measurements, the set of pressure range for the
DPT was defined for each pipe inclination based on the hydrostatic pressure created by
the liquid in the impulsive tubes.

3.2.3 Liquid holdup measurements

Liquid holdup was measured experimentally by using electrical impedance probes. This
method is also known as electrical conductivity and capacitance probes and it is widely
used in research due to simplicity of installation and low cost. The idea behind the
electrical probes is to place an electrical field in the pipe perimeter and measure the
response of the impedance between the electrodes, which can be related to the liquid
faction inside the pipe. The impedance probe type is normally selected depending on the
working fluid.

For conductance probes, in order to measure the conductivity of the fluid inside the
pipe, electrodes were fixed to the inner wall of the pipe (Figure 3.9). Thus, a continuous
phase is required by this technique in order to conduct electricity and should be in contact
with the wall. The capacitance probe does not require a conductive continuous phase and
can therefore be placed in the outer part of the pipe (Figure 3.10). On the present work
for oil-gas two-phase flows the capacitance was used since oil exhibits dielectric properties.
For water-gas two-phase flows conductance probes was used since water is a conductor.
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Figure 3.9. Conductance probes

Figure 3.10. Capacitance probes

The capacitance and conductance probes were provided by the multiphase laboratory
at NTNU and have previously been successfully used in the experiments of Johansen
(2006) and Diaz (2016) experiments. The capacitance probe consisted of a cooper or
aluminium foil wrapped around the perimeter of the pipe. The inner strips on the foil,
acted as the electrodes, while the outer acted as the active guard. To avoid external
interference from the surroundings, the sensor was covered by an outer cooper foil. While
the conductance probe consisted of a pair of metallic rings annealed in the pipe inner
wall with the same inner diameter as the pipe. Figure 3.9 shows two pair of conductance
rings, which gave separated signal.

Each conductance probe and the capacitance installed in the test section should be
calibrated prior to the experiments. High sensitivity to environmental conditions could
change the reference values and lead to higher error in the holdup measurements.

The calibration of the instruments consisted of filling the pipe while in horizontal
position with a known liquid level and read the voltage. Simultaneously, the wetted
perimeter was measured by a scale strip wrapped around the external wall of the pipe
next to the instruments as shown in Figure 3.9. For the case of conductance probe the
signal from the electrodes was collected by two coaxial cables that were connected to an
amplifier, sampled by DAQ card and then logged by a computer using a LabView program
made specifically for operations involving the rig in the laboratory.
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Liquid holdup was then calculated from the horizontal stratified flow through relations
below:

β =
SL
r

X = r cos

(
β

2

)
AL =

β

2
r2 −Xr sin

(
β

2

)
HL =

AL
A

‘ (3.5)

where, SL is the wetted perimeter measured, r pipe radius, β angle of the sector and hL
liquid level, which are defined in Figure 3.11.

Figure 3.11. Geometrical parameters for stratified flow used on probes calibration

Maximum and minimum voltages were recorded in order to have updated reference
values of full and empty pipe. The reference values were then used to normalise the
voltage signal through Equation 3.6

V ∗ =
V − Vmin
Vmax − Vmin

(3.6)

After calculating the holdup and normalising the voltage a calibration curve was plotted
for both instruments. An example of the calibration S-curve for one capacitance and
conductance ring are presented in Figure 3.12.
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(a) Conductance (b) Capacitance

Figure 3.12. Calibration S-curve for the impedance probes

The fitting equation were then used to relate the instruments output signal with the
fraction of liquid present in the pipe. The calibration was performed with the test section
in horizontal position due to the inability of having stratified flow in inclined pipe. Thus,
the calibration S-curves could eventually be a source of error when used in experiments
with inclined pipe.

3.3 Flow pattern classification and detection of liquid

loading onset

Recognition of flow pattern and onset of liquid loading was made by visual observations,
pictures and video recordings on the flow loop. For flow pattern classification three
synchronised GigE cameras model Basler acA640 with maximum resolution of 659x494
pixels in black and white were used. The videos were recorded at 120 frames per second
and simultaneously recorded, registered, saved using a program written in LabView for
the acquisition system. The program allowed to choose between saving the recording in
frames, as a video, or both and stopping the video simultaneously for all the cameras. The
location of the cameras varied for different pipe inclination depending on the accessibility
of the test section. Thus, for some inclinations it was not possible to have a clear picture
of the flow pattern present in the test section. The criteria established to classify the
flow pattern for two-phase flow in this study is shown in Figure 3.13. Stratified-wavy
(SW), elongated-bubble (EB), cap-bubble (CB), slug (SL), churn (CH) and annular (AN)
flow patterns were observed. Discriminating between annular, churn and stratified wavy
using visual inspection was sometimes challenging. Other researchers might end up with
a slightly different flow pattern map for the same conditions and fluids. The flow pattern
present in the test conditions was decided after circulating for a long time (15 minutes),
to avoid errors due to transient phenomena.
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(a) Cap-bubble flow (b) Elongated-bubble flow

(c) Slug flow (d) Stratified-wavy flow

(e) Churn flow (f) Annular flow

Figure 3.13. Classification criteria for flow patterns

For onset of liquid loading identification, a high-speed camera model GoPro Hero
6 Black R© was installed in the test section. The videos were recorded at 120 frames
per second in 1920 x 1080 pixels resolution and simultaneously recorded, stored, saved
using a camera application installed in the computer. Pictures and videos were recorded
through a visualisation section approximately 4 m above the test section entrance. Due
to quick transition from annular to intermittent flow, time signals from pressure sensors
and conductance probe rings were also used as an extra support on the identification
of onset of liquid loading. Figure 3.14 shows a time series of the pressure sensor when
transitioning from annular to slug flow.
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Figure 3.14. Output signal of the differential pressure cell and conductance probes when reducing
step-wise the gas rate (air-water system θ=30◦, vsl=0.01m/s)

It’s clear that at full annular flow (stable flow) the amplitude of the pressure fluc-
tuations was smaller than when the slug flow was present (initiation of liquid loading).
At slug flow the larger amplitude was due to the instability of the flow, which led to
accumulation of liquid in the test section.

For the conductance probe, the holdup values were very small when the flow pattern
was annular flow, but increased and fluctuated significantly when the flow pattern changed
to slug flow. This technique for flow pattern identification using conductivity probes was
suggested earlier by Barnea et al. (1980a).

Visually experimental results for the liquid loading were subdivided in three groups;
Loaded for cases were the flow was defined as full intermittent (slug flow), onset liquid
loading (Onset LL) when the liquid started to move counter-current to the gas flow dir-
ection and Unloaded for cases were annular flow was visible.

3.4 Experimental conditions

Experiments were conducted for air-water, air-Exxsol D80 and air-mixed oil two-phase
flow systems, where several combinations of pipe inclination, superficial velocity of liquid
and superficial velocity of gas were tested. Preliminary experiments were performed to
define the test matrix, considering the limitations on the availability of the liquid volume
present in the main separator, pump capacity and flow meters range.
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3.4.1 Air-water system

For air-water system inclination angles of 20◦, 30◦, 45◦, 60◦, 70◦ and 78◦ (from horizontal),
superficial liquid velocities of 0.01, 0.02, 0.05, 0.1 and to 0.2 m/s, and superficial gas
velocities ranging from 60 to 3 m/s, were tested. The matrix was defined to investigate
the effect of pipe inclination on liquid loading onset by decreasing gas flow rate.

3.4.2 Air-Exxsol D80 system

Air-Exxsol D80 system experiments were possible only for inclination angles of 30◦, 45◦

and 60◦ (from horizontal), due to excessive fog created by oil particles, which affected
air extraction system and the laboratory fire alarm. Superficial velocity of liquid and gas
varying from 0.01 to 0.2 m/s and 50 to 5 m/s, respectively, were tested. Prior tests were
performed for each selected inclination in order to identify possible experimental matrix
that covers annular to intermittent transition.

3.4.3 Air-mixed oil system

To investigate the effect of pipe inclination and fluid viscosity on the flow pattern trans-
ition boundary, several combinations of pipe inclination and fluid velocities were tested.
For every inclination 10◦, 15◦, 20◦, 25◦, 30◦, 45◦, 60◦, 70◦ and 78◦ (from horizontal), com-
binations of superficial liquid and gas velocity (vsl and vsg) varied from 0.1 m/s to 1.2
m/s, and 0.14 m/s to 32 m/s, respectively.

3.5 Experimental procedure

In this thesis different two-phase flow measurements have been performed, all with the
objective of studying the effect of pipe inclination on the flow regime map and on the
onset of liquid loading. For the experimental execution a necessary start-up it was re-
commended by NTNU to test the instrumentation to avoid large uncertainties during the
measurements, and to meet some safety requirements. Procedures to prepare the facility
for the experiment, are described in Appendix A.

Start-up and daily calibration the experiments were conducted as follows:

1. Start the water/oil pump and open the control valve through LabView. The opening
percentage on the control valve and pump frequency determined the liquid flow rate.

2. Set the desired liquid flow rate and circulate the liquid in the section for at least 5
minutes, until no bubble can be seen flowing.

3. With the air injection valve closed, open the air control valve allowing the air to fill
the flexible hose (red coloured flexible pipe in Figure 3.1).

4. Set the desired air rate using the air injection valve.

5. Wait for the two-phase flow in the test section to become stable. The waiting time
vary from one experiment to the other.
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6. Once stable conditions are reached log the data from the instruments in LabView
for at least 5 minutes.

7. Capture the high-speed videos and pictures necessary for the visual observation and
support for decision making.

8. Insert logged data for flow rates, pressure drop, temperature and probes signal in
Excel template containing needed adjustments to the data.

9. Repeat these steps for different gas and liquid flow conditions and pipe inclinations.

3.5.1 Data processing

All laboratory instruments, such as flow meters, control valves, pumps, pressure sensors,
thermocouples and probes, can be remotely supervised by a program in LabView. The
instruments are wired to a central cabinet where their output signal is converted into
voltage signal. The voltage is further directed to an external data logging instrument from
which it is digitised and sent to the main lab computer. One generated file contained low
and high-speed data recorded at rates of 20 Hz and 2000 Hz respectively.

In order to process high volume of collected experimental data, processing tools were
developed using Excel and Matlab program. For each type of data, the processing tool
was developed to read the file and calculate the average measurement over the recorded
period of two minutes. The tool provided a time-efficient method on the data processing.
In addition, they were used to check and identify if the test condition needed to be
repeated, while the experiment was running.

3.6 Measurement results

In this section the acquired experimental results are presented. The measured data in-
cludes flow pattern map, pressure gradient and liquid holdup.

The objective of the experimental test campaigns was to acquire data-sets to evaluate
the applicability of the existing methods used on the prediction of liquid loading onset
in an inclined pipe and to proposed possible improvements. Therefore, the main flow
regime studied was annular flow and transition to intermittent flow (slug or churn flow).
In addition, experimental data was acquired to study the effect of viscous fluid on the
flow regime maps for two-phase flow in an inclined pipe. The measurement results are
presented in Tables C.2.1, C.2.2 and C.2.3 in Appendix C.

3.6.1 Air-mixed oil system

3.6.1.1 Flow regime transition

Figures 3.15a–3.15i shows the flow pattern maps observed during the experiments per-
formed to evaluate the flow pattern boundary transition for a two-phase flow system when
a viscous fluid and inclined test section was used.
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Overall, six flow regimes, namely stratified-wavy, elongated-bubble, cap-bubble, slug,
churn and annular flow pattern were observed during the experiments. From the classific-
ation presented in Figure 2.2 stratified-smooth and dispersed-bubble flow regime were not
experimentally identified, due to minimum pipe inclination tested and limitation of the
liquid volume available in the laboratory respectively. In Barnea et al. (1985) stratified-
smooth flow pattern could be observed only for inclination angles less than 0.25◦, which
was not the case of pipe inclination tested in this work. Experimentally, churn flow has a
similar behaviour as the one verified by Barnea et al. (1985) where the first appearance
of this pattern occurred at 70◦ inclination (Figure 3.15h).

(a) 10◦ (b) 15◦

(c) 20◦ (d) 25◦

Figure 3.15. Experimental tests on flow pattern transitions for air-mixed oil system for different
inclination angles (from horizontal)
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(e) 30◦ (f) 45◦

(g) 60◦ (h) 70◦

(i) 78◦

Figure 3.15. (cont.) Experimental tests on flow pattern transitions for air-mixed oil system for
different inclination angles (from horizontal)

Stratified-wavy flow was not observed for inclinations above 20◦, which is similar to
what was observed by Barnea (1987).

Barnea et al. (1985) and Barnea (1987) observed that elongated-bubble disappeared,
and cap-bubble flow took place at angles above 30◦ for upward inclined pipe, this was
also observed experimentally. Slug and annular flow were observed for the entire range of
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pipe inclinations. Higher superficial gas velocity was not possible due to safety reasons
of the laboratory since a viscous fluid was being used. At high gas flow rates, small oil
particles would create a fog ambient in the lab with would activate the fire alarm.

3.6.1.2 Pressure gradient

Figures 3.16a–3.16g presents change in pressure gradient vs. superficial gas velocity, given
a constant superficial liquid velocity for pipe inclination, tested for air-mixed oil flow
system. Differential pressure transducers were used to measure the pressure drop in the
test section, where the output signal was processed and corrected for the added static
pressure using Equation 3.4 where ρl,it=840 kg/m3.

(a) 10◦ (b) 15◦

(c) 20◦ (d) 25◦

Figure 3.16. Pressure gradient variation vs. superficial gas velocity for air-mixed oil system at
STP conditions for different inclination angles (from horizontal)
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(e) 30◦ (f) 45◦

(g) 60◦

Figure 3.16. (cont.) Pressure gradient variation vs. superficial gas velocity for air-mixed oil
system at STP conditions for different inclination angles (from horizontal)

For some pipe inclinations such as 10◦, 45◦, 60◦, 70◦ and 78◦ at given liquid flow rate,
total pressure drop to be measured was out of the calibration range of the used differential
pressure transmitters. Thus, the measurement could not be considered accurate and was
therefore not plotted.

Overall, it was observed that the pressure drop response depended on the flow pattern
present in the test section as well as with the pipe inclination. For low gas and liquid
superficial velocities were bubble flow (elongated and cap) was identified, the pressure
drop curve reaches a minimum point. This minimum is due to large liquid holdup that
occurs in bubble flow, which results in a large gravitational pressure gradient, and due to
low friction pressure gradient because of the low velocities (Shoham, 2006).

3.6.1.3 Liquid holdup

Figures 3.17a–3.17h present the liquid holdup vs. superficial gas velocity given a constant
superficial liquid velocity pipe inclination tested for air-mixed oil flow system.

For each data set, the average voltage was converted to the normalised signal and used
as input in the S-curve (Figure 3.12b) which the liquid holdup was calculated.
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(a) 10◦ (b) 15◦

(c) 20◦ (d) 25◦

(e) 30◦ (f) 45◦

Figure 3.17. Liquid Holdup vs. superficial gas velocity for air-mixed oil system at STP conditions
for different inclination angles (from horizontal)
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(g) 60◦ (h) 70◦

Figure 3.17. (cont.) Liquid Holdup vs. superficial gas velocity for air-mixed oil system at STP
conditions for different inclination angles (from horizontal)

Overall, the change in flow pattern and pipe inclination had no significant impact on
the liquid holdup behaviour with superficial gas velocity as observed in Figure 3.17.

3.6.2 Air-water system

Result from experiments performed for air-water flow system are presented in this sub-
section. The experiments were aimed to evaluate the annular-slug transition boundary
for inclined test section. Thereafter liquid loading was related to flow pattern transition.

3.6.2.1 Flow regime transition

Observed flow pattern transition from slug to annular flow and the onset of liquid loading
is presented in Figure 3.18.

(a) 20◦ (b) 30◦

Figure 3.18. Experimental tests on transition boundary of annular-slug for air-water system at
STP condition for different inclination angles (from horizontal)
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(c) 45◦ (d) 60◦

(e) 70◦ (f) 78◦

Figure 3.18. (cont.) Experimental tests on transition boundary of slug-annular for air-water
system at STP condition for different inclination angles (from horizontal)

For this experimental study, a refined interval was used so that the transition from
annular to slug could be identified. In addition, slow motion video was recorded and used
in the identification. For a constant superficial liquid velocity, the reduction of superficial
gas velocity was irregular, since the valve controlling the gas injection into the test section
was operated manually.

3.6.2.2 Pressure gradient

Figures 3.19a–3.19f shows the change in pressure gradient vs. superficial gas velocity for
all the pipe inclinations for air-water flow system.

For all the pipe inclination, measured pressure gradient reached a minimum. To the
left of the minimum, Shoham (2006) explained that the reduction of pressure drop can
be due to the fact that with the increase of the gas flow rate, the liquid holdup reduces,
resulting in a lower gravitational pressure gradient and that the velocities encountered in
slug flow are not high enough to cause high frictional pressure gradient. To the right of
the minimum in the curve the friction component of the pressure gradient starts to be
dominant increasing the pressure drop.
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(a) 20◦ (b) 30◦

(c) 45◦ (d) 60◦

(e) 70◦ (f) 78◦

Figure 3.19. Pressure gradient variation vs. gas superficial velocity for air-water system at STP
conditions for different inclination angles (from horizontal)
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3.6.2.3 Liquid holdup

Figures 3.20a–3.20f presents the liquid holdup vs. superficial gas velocity for air-mixed oil
flow system, for a given constant superficial liquid velocity and pipe inclinations. Liquid
holdup at flow regime transition was calculated with the average values and the S-curve
of the impedance probe (Figure 3.12a).

(a) 20◦ (b) 30◦

(c) 45◦ (d) 60◦

(e) 70◦ (f) 78◦

Figure 3.20. Liquid holdup vs. gas superficial velocity for air-water system at STP conditions
for different inclination angles (from horizontal)
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3.6.3 Air-Exxsol D80 system

Result from experiments preformed for air-Exxsol D80 flow system are presented in this
subsection. The experiments were performed aimed to evaluate the annular-slug transition
boundary for inclined test section. The acquired data would then be compared with air-
water experimental results to evaluate the effect of liquid viscosity on the annular-slug
transition. Liquid loading study was also performed for this set of data.

3.6.3.1 Flow regime transition

Flow pattern transition from slug to annular flow observed experimentally is presented in
Figure 3.21.

(a) 30◦ (b) 45◦

(c) 60◦

Figure 3.21. Boundary of slug-annular transition for air-Exxsol D80 system for different inclin-
ation angles (from horizontal)

The interval of variation of superficial gas and liquid velocity are not equally distributed
for tested pipe inclinations, due to insufficiency of liquid available in the lab and to manual
injection of the gas flow into the test section.
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3.6.3.2 Pressure gradient

Figure 3.22 shows the change in pressure gradient vs. superficial gas velocity for all tested
pipe inclinations for air-Exxsol D80 flow system.

(a) 30◦ (b) 45◦

(c) 60◦

Figure 3.22. Pressure gradient variation with gas superficial velocity for air-Exxsol D80 system
at STP conditions for different inclination angles (from horizontal)

It can be observed that as in air-water system, the pressure gradient reached a minimum
value as the superficial gas velocity reduced, which meant an increase in liquid content
inside the pipe section.

Liquid holdup was not measured for this experimental campaign due to poor quality
of the values measured by the capacitance probes.
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Chapter 4

Numerical study on two-phase
gas-liquid flow

In this chapter the data acquired for two-phase gas-liquid flow inclined pipe were analysed
and compared against models available in the literature, as well as a dynamic simulator.
The goal of the present studies was to:

• Investigate the effect of viscous fluid on flow regime map for inclined pipe.

• Evaluate the accuracy of models available in the literature used for prediction of
the onset of liquid loading by comparing them against experimental data.

• Investigate the effect of entrainment droplets in gas core in liquid film models.

• Develop a new liquid loading onset model with more predictability.

• Quantify the variability of gas liquid loading onset rates, for different loading criteria
and pressure drop.
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4.1 Effect of fluid viscosity on two-phase flow in in-

clined pipe

From literature survey presented in Section 2.1 and summarised in Table 2.1, it was
observed that most experimental studies on two-phase flow pattern for inclined section
were carried out using water as liquid phase. Few researchers such as Stanislav et al.
(1986) and Kokal and Stanislav (1989a,b) performed experiments for slightly inclined pipe
(maximum 9◦ inclination) using viscous liquid (7 mPa.s and 6.5 mPa.s). Other examples
are Gokcal et al. (2008) and Jeyachandra et al. (2012) who performed experiments with
higher liquid viscosity, ranging from 0.585 Pa.s to 0.181 Pa.s, in lower pipe inclination
(±2◦ from horizontal). Therefore, the availability of data to evaluate the performance of
multiphase flow models on flow pattern predictions for viscous liquid is limited.

The experimental work carried out in this thesis and presented in Section 3.6.1 was
used to evaluate the performance of the unified model proposed by Barnea (1987) and
the dynamic multiphase flow simulator (OLGA R© 7.3 - hereafter referred to as OLGA).

Barnea (1987) model was chosen to be evaluated being the most used model for flow
pattern predictions. Pressure gradient values from OLGA simulations for a certain liquid
velocity and different pipe inclinations were compared with pressure gradient acquired
experimentally.

4.1.1 Flow pattern

Experiments were performed in a steady-state conditions according to methodology presen-
ted in section 3.5. The flow regimes observed experimentally were:

− stratified-wavy flow (SW);

− elongated-bubble flow (EB);

− cap-bubble flow (CB);

− slug flow (SL);

− churn flow (CH;

− annular flow (AN).

A complete flow regime mapping such as the example shown in Figure 2.2 was not
possible to achieve, due to limitations of the laboratory facility, such as pump capacity,
volume of liquid available in the main separator and limited range of flow meters.

The identification of flow regime present in the pipe was sometimes questionable due
to visual similarity of some regimes, for example the case of stratified-wavy to annular
flow transition for low inclination angles, and churn to annular flow transition for high in-
clination angles. This brought some uncertainty into flow pattern classification in present
study.

Figures 4.1a–4.1i show flow pattern boundaries obtained from the transition model of
Barnea (1987) (solid lines), OLGA (discontinuous line) and the data measured in the
present work (colour points).
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(a) 10◦

(b) 15◦ (c) 20◦

(d) 25◦ (e) 30◦

Figure 4.1. Experimental flow pattern vs. Barnea (1987) model ( ) and OLGA simulation
( ) for air-mixed oil system in upwards inclined pipes
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(f) 45◦ (g) 60◦

(h) 70◦ (i) 78◦

Figure 4.1. (cont.) Experimental flow pattern vs. Barnea (1987) model ( ) and OLGA
simulation ( ) for air-mixed oil system in upwards inclined pipes

It was mentioned in Section 2.1 that Shoham (1982) classified two-phase flow into
four main regions: Stratified, subdivided into stratified-smooth and stratified-wavy; inter-
mittent, with elongated-bubble, slug and churn flow; annular, with annular and annular
wavy and finally dispersed bubble region (see Figure 2.1). However, In OLGA (according
to Bendiksen et al. (1991)) the flow regime identification is based on two flow regime
classes, namely distributed and separated. The distributed class is where the contribution
of bubble and slug flow are present, while the separated class include stratified either as
smooth or wavy and annular flow. Therefore, OLGA only distinguishes between four flow
regimes: stratified, bubble, slug and annular.

Starting from stratified region, it is notable in Figures 4.1 that stratified-smooth flow
could neither be observed experimentally nor predicted numerically due to 10◦ being the
minimum inclination angle tested. Barnea et al. (1985) stated that such flow regime would
be possible to observe for inclination angles less than 0.25◦. Stratified-wavy flow (SW) on
the other hand was shown to increase when pipe diameter increased and reduced as the
upward inclination increased. Experimentally the SW was not observed for inclinations
greater than 20◦. However, an transition region predicted by the model was expected to
appear, yet could not be displayed on the plot due to the minimum liquid velocity used
in this study. In Barnea (1987) model the transition region appeared at low inclination

50



angles, liquid velocity ranging from 0.001 to 0.01 m/s. It should be mentioned that due
to differences in naming between annular-wavy and stratified-wavy, the stratified-wavy
to annular transition region was not clear, which mean that experimentally flow pattern
could be misinterpreted.

The OLGA simulation results indicated that for inclination angles lower than 60◦

stratified-wavy to slug flow transition was predicted instead of annular to slug flow as
experimentally observed or predicted by the model. Bendiksen et al. (1991) explained
that the transition between stratified and annular flow is based on wetted perimeter,
where annular flow can appear when the wetted perimeter becomes equal to the film
inner circumference, i.e., when the wave height reaches the top of the pipe. The average
wave height may be obtained by assuming that the mass flow forces in the gas balance
the gravitational and surface tension forces (Bendiksen et al., 1991).

Experimentally, through visual inspection, it was observed that for lower pipe inclin-
ations high gas velocities was required in order to see an uniform liquid film around the
pipe. Barnea et al. (1980b) mentioned that annular flow regime could be classified as
annular-wavy which is characterised by an unstable liquid film wave around the pipe
circumference.

For the intermittent region, it was observed experimentally and confirmed from the
data published by Barnea et al. (1985) that the elongated-bubble flow area is reduced with
increasing pipe diameter and inclination angles. In elongated-bubble flow the gas phase
had a smooth bullet-formed shape, while the liquid phase did not contain any dispersed
bubble and the flowing of the fluid was slowly approaching slug flow. For inclinations
above 30◦, small bubbles flowing at the top of the pipe were observed and classified as
cap-bubble flow. The appearance of small bubbles were due to the air injection point,
that protrudes into the test section (see Figure 3.1), which was located at the top of
the test section. Barnea et al. (1985) and Barnea (1987) observed that for inclinations
above 30◦, elongated-bubble disappeared and dispersed flow took place. Therefore, for
low gas and liquid velocity and high inclinations, a cap-bubble was identified instead of
dispersed-bubbles.

Churn flow in the experimental data had a similar behaviour as the one verified by
Barnea et al. (1985), where the first appearance of this pattern occurred at 70◦ inclination
(Figure 4.1h). In Barnea et al. (1985) the range of vsl at which churn flow was observed,
increased with pipe diameter. Thus for the test section diameter and liquid velocity test
it was possible to experimentally observe churn flow.

Slug flow was observed through all the tested inclination angles, and transition to
annular flow occurred at high gas velocities. The tested gas velocity was lower than the
boundary velocity required for numerical and simulated slug-annular flow transition (SL-
AN) as shown in Figure 4.1. In OLGA for instance SL-AN transition was observed only
for inclinations above 60◦ as explained previously. Simulations were performed for 30◦

pipe inclination, aiming to estimate at which gas velocity annular flow could be found.
However, no transition could be found, even for gas velocities above 200m/s (see Figure
4.2).
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Figure 4.2. OLGA simulation results for flow pattern transition in 30◦ upward inclined pipe for
air-mixed oil system at STP condition

For high liquid velocities the dispersed-bubble region was not achieved experiment-
ally since available liquid volume was limited by the capacity of the main separator.
Dispersed-bubble to slug transition (DB-SL) predicted through the Barnea’s model was
located above the maximum applicable liquid velocity, which showed good agreement with
observations. Barnea (1987) defined the bubble flow region for low liquid and gas velo-
cities and high inclination angles instead of dispersed-bubble flow. Experimental data
for inclination angles above 60◦ showed good agreement with predicted bubble to slug
flow transition (BF-SL). In OLGA, the BF-SL transition curve moved downwards to the
right as the inclination angle increased, hence the experimental bubble flow region was
better represented by inclination above 30◦. This conclusion was based on the fact that
cap-bubble flow existed in the dispersed-bubble region.

Overall, the flow pattern map for viscous fluid predicted using Barnea (1987) unified
model presented a good agreement with the experimental data. Most the flow pattern
regions identified experimentally could also be identified by the model with acceptable
accuracy, except for annular flow. It seemed to be too offset from the numerical and
simulated results. OLGA did not manage to reproduce satisfactorily the experimental
flow pattern map measured.

4.1.2 Pressure gradient

Pressure gradients in two-phase flow are more complicated and difficult to predict com-
pared to single phase flow. As mentioned in Section 2.1.1, pressure gradients are strongly
dependent on flow pattern. This was also observed experimentally, where for a certain
flow regime present in the pipe section, recorded pressure drop and capacitance presented
different readings. Figures C.1 to C.6 present total pressure drop and capacitance probe
signal against superficial gas velocities at given constant superficial liquid velocity for
different pipe inclination angles.
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Figure 4.3 presents measured pressure gradient compared to OLGA simulations, given a
constant superficial liquid velocity, varying superficial gas velocities and pipe inclinations.

(a) 10◦ (b) 15◦

(c) 20◦ (d) 25◦

(e) 30◦ (f) 45◦

Figure 4.3. Recorded pressure gradient in upward inclined pipes compared to OLGA simulation
for vsl=1m/s
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(g) 60◦

Figure 4.3. (cont.) Recorded pressure gradient in upward inclined pipes compared to OLGA
simulation for vsl=1m/s

Experimentally, it was observed that for a given constant superficial liquid velocity as
gas velocity increases, total pressure gradient reached two minimum points in the curve.
For lower values of superficial gas velocity the minimum was reached during the transition
between bubble to slug flow and at high gas velocities on intermittent to annular flow
transition. Bubble flow can exist at low superficial gas and liquid velocities, exhibiting
high gravitational pressure gradient due to high liquid content. As superficial gas velocities
increases up to moderate values towards the slug flow or intermittent region, the liquid
content reduces, resulting in lower gravitational pressure drop. Simultaneously, frictional
pressure gradient increases leading to a minimum pressure gradient. Further increase of
superficial gas velocity causes the existence of annular flow, where frictional losses are
more dominant.

Figure 4.3 have shown that both experimental and the simulation results presented
a similar trend. However, there was a significant discrepancy at high superficial gas
velocities. A reason for these discrepancies could be due to the difference between the
flow regimes predicted in OLGA compared to the regimes experimentally observed. At
high superficial gas velocity OLGA predicted slug or stratified-wavy flow, while stratified-
wavy or annular flow were observed. For superficial gas velocities above 5 m/s OLGA
underestimated the total pressure drop compared to measured total pressure drop.

In order to quantify how the measured data differ from the OLGA simulation, experi-
mental and calculated results were compared and presented in Figure 4.4
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Figure 4.4. Comparison of measured pressure gradient with OLGA values for all pipe inclinations
at constant vsl=1m/s

Figure 4.4 shows that most values predicted with OLGA are within ±18% error with
respect to the measured data values except for some data point for 45◦ and 60◦ inclinations
due to the large gap on high gas velocities previous presented in Figures 4.3f and 4.3g.
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4.2 Applicability of existing models for liquid loading

prediction

The literature review in Section 2.2 revealed that most of the proposed models for on-
set of liquid loading prediction were empirical correlations developed based on field and
experimental data. Therefore, it is expected that such models will perform good for op-
erational conditions close to the conditions for which the correlations are derived, but it
could exhibit significant deviations for conditions different from those. Hence, each model
provided different indications on the critical gas velocity at which the onset of liquid
loading might exist.

The goal of this section is to quantify and evaluate the performance of the available
models used for liquid loading onset prediction. Prediction results from the most relevant
and currently used models, such as droplet model by Turner et al. (1969) and Belfroid
et al. (2008), along with liquid film models by Barnea (1986), Luo et al. (2014) and
Shekhar et al. (2017) and results from a dynamic simulator (OLGA), were evaluated
through comparison with experimental data acquired in this work.

Model performance was quantified by calculating an absolute error for each data point,
following a calculation of relative error by using Equations B.30 and B.31, respectively.
Relative errors were presented as bar plot and summarised in Tables B.3 and B.4.

4.2.1 Air-water system

Discrete data points representing the critical gas velocity (vsg,critical) at which the onset of
liquid loading occurs were taken from the experimental data presented in Section 3.6.2.1.

Figures 4.4a–4.4f presents the measured critical gas velocity plotted in logarithmic scale
with the models and OLGA predicted transition boundary values for critical gas velocity.
Prediction from liquid film model were shown as continuous lines and the prediction from
liquid droplet models as well as OLGA were shown as dashed lines.

In addition, to represent the variability of the measured critical gas velocity, an error
bar was added to the data points (Onset LL) where the right length of the horizontal
error bars represented the last full stable production (annular flow) and left length the
first full unstable production (slug flow), both flows were identified by visual inspection.
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(a) 20◦ (b) 30◦

(c) 45◦ (d) 60◦

(e) 70◦ (f) 78◦

Figure 4.4. Comparison between experimental data, models prediction and OLGA results for
an inclined pipe and air-water system at STP condition

In general, the proposed liquid film models represented the critical gas velocities meas-
ured experimentally better than the liquid droplet model and OLGA simulations results.
The poor performance of Turner et al. liquid droplet model could be related to the fact
that no inclination effect or liquid film was taken into consideration during critical gas
velocity prediction. However, for the model proposed by Belfroid et al. (2008) in which
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pipe inclination effects were considered, also performed poorly. This revealed that liquid
droplet model may not be a good approach to predict the onset of liquid loading in inclined
pipes.

Among all the liquid film models evaluated in this study it was consistently found
that the model proposed by Luo et al. (2014) had a poor performance. Such deficiency
was also highlighted by Shekhar et al. (2017). To overcome this problem Shekhar et al.
(2017) corrected the Luo et al. (2014) model and proposed a new set of equations. The
performance of the models proposed by Barnea (1986) and Shekhar et al. (2017), on the
other hand, was similar, except for inclination angles lower than 45◦, in which the models
predicted poorly for the annular-slug transition line.

Regarding OLGA simulation, it was mentioned in Section 4.1.1 that flow regime trans-
ition distinguished between four main regions: stratified (smooth or wavy), annular, slug
and bubble flow. In this study, the identification of annular-to-slug flow transition was de-
sired, and such transition occurred only for inclination angles greater than 60◦. For lower
inclinations annular-to-stratified-wavy transition was predicted instead. Figure 4.4a to
Figure 4.4c showed that the transition line predicted by the simulator was close to the ex-
perimental data, even-though slug to stratified-wavy was estimated. It is worth mention-
ing that for lower pipe inclination annular flow could also be classified as stratified-wavy
or annular-wavy. Visual classification during the experiments to differentiate between
those flows was challenging, thus only annular flow was presented.

An error quantification was performed by estimating relative errors between measured
and calculated critical gas velocities. Figure 4.5 presents the relative error for each tested
pipe inclination.

Figure 4.5. Comparison between experimental data with models prediction for all inclined pipe
tested of air-water system at STP condition
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From Figure 4.5 we can confirm the visual observation previously discussed. Among
the evaluated liquid film models, Luo et al. (2014) presented higher relative error for all the
pipe inclinations. In case of OLGA, the relative error tended to increase with increasing
pipe inclination, reaching higher values for inclination greater than 60◦. This could be
due to the fact that at higher inclinations the predicted transition from annular-slug flow
at moderate superficial liquid velocity were given at very high superficial gas velocities.
This behaviour was not experimentally observed for inclinations where annular-stratified
wavy transition was predicted.

For liquid droplet models it was observed that the error calculated with the prediction
from Belfroid et al. (2008) model, did not present a wide range of variation with increase
of inclination and in some cases where close to the liquid film model error. The same was
not observed for Turner et al. (1969) model where the relative error appeared mostly to
be higher than the liquid film model.

In general, liquid film models from Barnea (1986) and Shekhar et al. (2017) presented
relative lower errors compared to the rest of the evaluated models. It was expected that
the Shekhar et al. (2017) model would present better performance for lower inclination
compared to Barnea (1986) model, since the model took into account the effect of enlarged
film thickness at the bottom of the pipe. However, such behaviour was not observed.

To evaluate further the performance of the models, especially for Barnea (1986) and
Shekhar et al. (2017), every individual observed onset LL data point was plotted against
predicted results, as shown in Figure 4.6, and relative errors using all data points for every
inclination was estimated and presented in Table 4.1.

Figure 4.6. Comparison between experimental data vs. predicted results for air-water systems
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Table 4.1. Model prediction error using all the data measured experimentally for air-water
system

model
number of data

correctly predicted
errrel(%)

Barnea (1986) 17/28 16.9
Luo et al. (2014) 28/28 60
Shekhar et al. (2017) 25/28 20.9
Turner et al. (1969) 3/28 23.8
Belfroid et al. (2008) 3/28 19.0
OLGA 10/28 54.7

In Figure 4.6 the 45◦ line in the plot represents the annular-slug transition boundary.
This boundary divides the plot into an unloaded region which is the lower part (full
annular flow) and a loaded region (full slug flow). The onset LL data points corresponded
to the stage at when the unstable flow started to be visible. Therefore, the model’s
prediction values were considered to be accurate if the data point fell close to the 45◦

line or into the slug region. For liquid film models most of the data point fell above the
line, except the model of Luo et al. (2014) which overestimate the transition. On the
other hand, the liquid droplet model and OLGA seemed to underestimate the critical gas
velocity during the transition.

After close analyse of the performance of Barnea (1986) and Shekhar et al. (2017), it
can be seen on Figure 4.6 and Table 4.1 that Shekhar et al. (2017) shows a good match
for the numbers of data correctly predicted (25 out of 28 correct predictions). However,
it present a higher relative error (20.9%) compared to 16.9% given by Barnea (1986)
predictions.

Overall for air-water systems the predictions of liquid loading onset in inclined pipes
were better predicted by the liquid film model proposed by Barnea (1986) followed by the
model of Shekhar et al. (2017).

4.2.2 Air-Exxsol D80 system

Experiments were performed for air-Exxsol D80 system to evaluate the performance of
models used on prediction of liquid loading in gas wells. It is important to mention that
most of the liquid loading models presented earlier were developed and evaluated for
experimental data acquired for air-water flow systems. Discrete data points representing
the critical gas velocity at which the onset of liquid loading exists were taken from the
experimental data presented in Section 3.6.2.2.

Figures 4.7a–4.7c presents the measured critical gas velocity plotted in a logarithmic
scale with the models and OLGA predicted transition boundary values for critical gas
velocity. Prediction from liquid film model is shown as continuous lines and the prediction
from liquid droplet model as well as OLGA are shown as dashed lines.
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(a) 30◦ (b) 45◦

(c) 60◦

Figure 4.7. Comparison between experimental data, models prediction and OLGA results an
inclined pipe and air-Exxsol D80 system at STP condition

In general, the same behaviour as seen in air-water systems (Figure 4.4) was observed.
The liquid film models gave a good agreement with the experimental critical gas velocities,
while the liquid droplet by Turner et al. (1969) and Belfroid et al. (2008) models and
OLGA under-estimated the critical gas velocity for all the inclination angles.

The predictions using the model of Luo et al. (2014) overestimated the critical gas
velocity. On the other hand, the models proposed by Barnea (1986) and Shekhar et al.
(2017) showed a reasonable match with the experimental data. However, considerable
difference between annular-slug flow transition predicted by the models was detected for
30◦ pipe inclination.

Regarding OLGA simulation results, annular to stratified-wavy flow transition was
observed for all pipe inclinations. Figure 4.7a showed that the predicted transition line
was near the experimental data. Similar behaviour was observed for air-water system
(Figure 4.4).

To evaluate the model’s performance quantitatively, relative errors were estimated
using measured and calculated critical gas velocities. Figure 4.8 presents the relative
error for each pipe inclination.
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Figure 4.8. Comparison between experimental data with model predictions for all pipe inclina-
tions for air-Exxsol D80 system at STP conditions

From Figure 4.8 we can confirm the visual observations discussed previously. Among
the evaluated liquid film models, Luo et al. (2014) presented higher relative error for
all pipe inclinations. For OLGA the relative error tended to increase with increasing
inclination, reaching the highest values for 60◦ inclination.

Liquid droplet models exhibited higher relative error when compared to the liquid film
models.

It is known that the model of Shekhar et al. (2017) was proposed to account for the
inclination effect on the film thickness, which at the bottom of the pipe increases with
decreasing inclination. Analysing the error for 30◦ and 45◦ inclinations, Shekhar et al.
(2017) model provided a better prediction, which might be due to the fact that for such
inclination the film thickness had high influence on the critical gas velocity estimation.

To get a better interpretation of the model’s performance, for every individual observed
onset of LL, data points were plotted against predicted results, as shown in Figure 4.9 and
the relative error, using all data points for every inclination, was estimated and presented
in Table 4.2
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Figure 4.9. Comparison between experimental data vs. predicted results for air-Exxsol D80
system

Table 4.2. Model prediction error using all the data measured experimentally for air-Exxsol D80
system

model
number of data

correctly predicted
errrel(%)

Barnea (1986) 2/10 20.8
Luo et al. (2014) 10/10 55.2
Shekhar et al. (2017) 10/10 15.2
Turner et al. (1969) 0/10 39.4
Belfroid et al. (2008) 0/10 34.7
OLGA 0/10 30.1

In Figure 4.9 the 45◦ line represents the annular-slug transition boundary. It can be
seen that for liquid film models most data fall on the slug region except for the Barnea
(1986) model. Although Luo et al. (2014) model predicted that the pipe will be in
unstable flow, the values over-estimate the critical gas velocities, which is not the case for
Shekhar et al. (2017); all the data points are close to the 45◦ line and having a variation
of approximately 25%. For liquid droplet models and the OLGA simulator all the data
points fell into the annular region, which did not made the predictions accurate.

Table 4.2 shows a good match for number of data correctly predicted (10 out of 10
correct predictions) for Shekhar et al. (2017) when compared to Barnea (1986) (2 out of
10 correct predictions) as well as the relative error of 15.2% estimated from the Shekhar
et al. (2017) model, which proved to be the lowest error.

Overall, for air-Exxsol D80 system, the predictions of onset of liquid loading in inclined
pipes were better interpreted by the liquid film model proposed by Shekhar et al. (2017),
especially for pipe inclinations lower than 45◦.

63



4.2.3 Air-mixed oil system

Experiments were performed for air-mixed oil systems to evaluate flow regime mapping
for two-phase flow system in inclined pipes when high viscosity fluid (32cP) was used.
Since flow pattern was the primary goal of the experimental study, an accurate annular-
slug flow transition boundary was not covered. Therefore, slug flow and annular flow
data were used to create an annular-slug transition region (shown in yellow in the plot
below). Discrete data points representing both flows were taken from the experimental
data presented in Section 3.6.2.3.

Figures 4.10a–4.10f presents the experimental data in logarithmic scale with the models
predicting transition values for critical gas velocity. Prediction from the liquid film model
were shown as continuous lines while prediction from the liquid droplet models were shown
as dashed lines.

In the study performed in Section 4.1 it was observed that the Barnea (1986) model
showed a good agreement with the data for the flow pattern mapping prediction. How-
ever, an additional study to evaluate Barnea (1986) model on predicting the annular-slug
transition was performed, and likewise for models proposed by Luo et al. (2014) and
Shekhar et al. (2017).

(a) 20◦ (b) 25◦

Figure 4.10. Comparison between experimental data and models prediction results for an in-
clined pipe and air-mixed oil system at STP condition
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(c) 30◦ (d) 45◦

(e) 60◦ (f) 70◦

Figure 4.10. (cont.) Comparison between experimental data and prediction model results in
inclined pipes and air-mixed oil system at STP condition

Figure 4.10a through Figure 4.10f shows the comparison between the experimental
data for air and viscous oil with the models. To evaluate the models, the transition line
predicted by the models were compared with the transition area, i.e., if the transition line
from the model is located in the transition region it means that the model had a better
chance of predicting the correct critical gas velocity.

It can be observed from Figure 4.10 that the Barnea’s model predicted better than the
Shekhar et al. (2017) and Luo et al. (2014) model, since the annular-slug flow transition
boundary line passed through a larger part of the region.
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4.3 Effect of entrainment on the annular-slug flow

regime transition for liquid loading prediction

In section 4.2 it was shown that the onset of liquid loading was better predicted when
liquid film models were used. However, literature review in Section 2.2.2 revealed that all
the liquid film models were developed based on the assumption that the liquid present
in the well was only transported in the film, neglecting the droplets entrainment in the
gas core. This assumption could overestimate the film thickness and therefore affect the
prediction of critical gas velocity for a gas well with risk of liquid accumulation.

The objective of the present section was to evaluate the effect of droplet entraiment
in liquid film models for the prediction of liquid loading in gas wells. Thus, an empirical
equation that takes into account the fraction of liquid droplet entering the gas core (E) i.e,
liquid transported as droplets was added to the model. The model proposed by Barnea
(1986), Luo et al. (2014) and Shekhar et al. (2017) were evaluated. A study done by
Enos (2018) on the evaluation of the model to predict liquid loading have shown that
an equation proposed by Oliemans et al. (1986) predicted better the fraction of droplet
entering the gas core. Oliemans et al. (1986) empirical correlation was developed from a
regression analysis using the Harwell data bank. The correlation model proposed was:

E

1− E
= 10−2.52ρ1.08l ρ0.18g µ0.27

l µ0.28
g σ−1.80D1.72v0.70sl v1.44sg g0.46 (4.1)

where E is the fraction of liquid droplet entering the gas core. The exponent values
in Equation 4.1 were chosen such that the right-hand side of the equation formed a
dimensionless group. The parameters were compiled both for the whole Harwell data
bank and for subgroups after dividing the data bank into a number of intervals based on
the film Reynolds number (Oliemans et al., 1986).

Experimental data acquired in present work and in field data from Turner et al. (1969),
Belfroid et al. (2008) and Veeken et al. (2010) were used to evaluate the ability of the
liquid film models to predict the onset of liquid loading, considering and neglecting the
entrainment of droplets in the gas core. The absolute error for every individual well or
data point was estimated by Equation B.30 and then the relative error was estimated for
the whole set of data by Equation B.31. For the case of experimental data, the relative
errors were presented as bar plot (summarised in Tables B.1 and B.2) while for field data
the results were presented in tables.

In addition, for a better interpretation on the model’s performance, assuming droplet
entraiment, for every individual observation, the critical gas velocity was plotted against
predicted results.
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4.3.1 Experimental data evaluation

Experimental data for the onset of liquid loading transition for air-water and air-Exxsol
D80 system, were used to evaluate the liquid film model when droplet fraction was con-
sidered. Section 4.2.1 states that models proposed by Barnea (1986) and Shekhar et al.
(2017) could correctly predict the onset of liquid loading for air-water two-phase flow in
inclined pipes. While Section 4.2.2 have shown that in air-exxsol D80 two-phase flow in
inclined pipes, the onset of liquid loading was better predicted by the Shekhar et al. (2017)
model. Overall, it is observed that the model proposed by Luo et al. (2014) overestimates
the annular-slug flow transition for all inclinations in both systems.

Figure 4.11 and Figure 4.12 presents the relative error between measured and calculated
critical gas velocity with and without droplet entrainment in gas core, estimated for all
pipe inclinations for air-water and air-exxsol D80 system, respectively.

Figure 4.11. Comparison between experimental data with liquid film models prediction with
and without entrainment for air-water system at STP conditions
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Figure 4.12. Comparison between experimental data with liquid film models prediction with
and without entrainment for air-Exxsol D80 system at STP conditions

Overall, the model including the entrainment in the liquid film model improved the
prediction of the flow pattern transition by presenting lower relative error compared to
the liquid film model that neglected the presence of liquid in form of droplet in the gas
core.

From Figure 4.11 it is observed that for 45◦ inclination Shekhar et al. (2017) model
without (no E) droplet fraction, predicted the critical gas velocities with 20.9% relative
error versus 14.4% for prediction with droplet fraction (with E). For higher inclinations
the relative error reduced substantially.

In Figure 4.12 the relative error was estimated for 45◦ pipe inclination, and exhibit
the same behaviour; the error reduced from 8.8% to 3.4% when Shekhar et al. (2017)
model was used. Likewise, for 60◦ pipe inclination the relative error reduced from 31.2%
to 20.7%.

It was observed that for higher pipe inclinations, there was an insignificant difference
between the relative error for liquid film models predicting the onset of liquid loading
taking into account the liquid entrained in gas core as droplet. This could be related
to the rates of droplet deposition and droplet entrainment, being equal at steady-state
condition as stated on Shoham (2006).

Figure 4.13 and 4.14 present every individual observed critical gas velocity plotted
against the results from the model’s prediction with and without droplet entrainment.
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Figure 4.13. Experimental data vs. predicted results for air-water system

Figure 4.14. Experimental data vs. predicted results for air-Exxsol D80 system

The 45◦ line in the plot represent the annular-slug transition boundary. This boundary
divides the plot into unloaded region at the lower part (full annular flow) and loaded region
(full slug flow). The critical gas velocity data points were measured when the unstable
flow started to be visible. Therefore, the model’s prediction values are considered to be
accurate for data point close to the 45◦ line or in the slug region. It can be seen that for
Shekhar et al. (2017) and Luo et al. (2014) models, most of the data points fall above
the line. However, Luo et al. (2014) seems to overestimate the transition. On the other
hand, the Barnea (1986) model seem to underestimate the critical gas velocity at which
the onset of liquid loading was observed. Predicted results seems to be closer to the 45◦

line when the empirical correlation for the liquid droplet fraction was used.

A relative error using all data points for every tested pipe inclination for air-water and
air-Exxsol D80 system were estimated and presented in Table 4.3. A close analysis of
the performance between Barnea (1986) and Shekhar et al. (2017) show that for air-water
system both models show a good match with the data by presenting similar relative error.
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Table 4.3. Model prediction (With E) relative error using all the data measured experimentally
for air-water and air-Exxsol D80 system

Air-Water Air-Exxsol D80

model
data correctly

predicted
errrel(%)

data correctly
predicted

errrel(%)

Barnea (1986) 16/28 14.0 1/10 20.3
Luo et al. (2014) 28/28 54.5 10/10 45.5
Shekhar et al. (2017) 24/28 17.9 5/10 10.3

However, Shekhar et al. (2017) presented higher number of data correctly predicted (24
out of 28 correct predictions). Comparing with Table 4.1, the relative error of Shekhar
et al. (2017) reduced from 20.9% to 17.9%. For air-Exxsol D80 system a good agreement
with the data was estimated for Shekhar et al. (2017) model, were 5 out of 10 data were
correctly predicted and the relative error proved to be the lowest.

Overall, the Shekhar et al. (2017) model predicted better the liquid loading phe-
nomenon in inclined pipes for air-water and air-Exxsol D80 system when liquid droplet
fraction was taken into account.

4.3.2 Field data evaluation

Three different sets of field data were used to evaluate the importance of droplet entrain-
ment for predicting the onset of liquid loading.

The first field data used in the study was the one published by Veeken et al. (2010).
They published data from 67 gas wells from North Sea that were starting to experience
liquid loading. The gas wells had tubing diameter from 2–6 inches and included vertical
and inclined pipe geometry (0◦ to 64◦ inclination angles from vertical). The liquids pro-
duced were condensate and water. Liquid gas ratio was assumed to be 5 bbl/MMcf in
the calculation as recommended by Luo et al. (2014). In their paper the reported test gas
rate was converted to superficial gas velocity.

Figure 4.15 to 4.17 observed gas velocities of Veeken et al., 2010 were compared with
critical gas velocities predicted by Barnea (1986), Luo et al. (2014) and Shekhar et al.
(2017) models, with and without the correlation of liquid droplet fraction present in the
gas core. The 45◦ line in the plot represent the unload and loaded transition boundary.
Veeken et al. (2010) reported the gas rate after the onset of liquid loading, which means
that all the data should be located slight above the 45◦ line (loaded region) in the plot of
calculated critical gas velocity and the observed critical gas velocity.
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Figure 4.15. Veeken et al. (2010) data vs. the Barnea (1986) model prediction

Figure 4.16. Veeken et al. (2010) data vs. the Luo et al. (2014) model prediction

Table 4.4. Critical gas velocity prediction for Veeken et al. (2010) data

No Entrainment Entrainment

model
well correctly

predicted
errrel(%)

well correctly
predicted

errrel(%)

Barnea (1986) 62/67 59.07 62/67 51.28
Luo et al. (2014) 66/67 78.84 65/67 69.82
Shekhar et al. (2017) 57/67 35.73 54/67 32.56

It can be seen that most of the wells were in the loaded region. It is also observed
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Figure 4.17. Veeken et al. (2010) data vs. the Shekhar et al. (2017) model prediction

that when droplet entrainment was considered during critical gas velocity prediction, the
results were close by the 45◦ line, suggesting that the well had just started to load.

For an ideal model, the points have to be slightly above the 45◦ line and the relative
error as low as possible. From Table 4.4 result, it is clear that Shekhar et al., assuming
entrainment, exhibits the best result, although the number of wells predicted correctly is
almost the same.

The second field data used for model evaluation was the wells published by Belfroid
et al. (2008). They published data for two gas wells. Both wells had an inclined pipe
geometry of 40◦ (from vertical). One well had a tubing diameter of 0.112 m and observed
critical gas rate of 90 000 Sm3/d, and the other well 0.074 m tubing diameter and 45 000
Sm3/d critical gas rate. Calculations were performed using data given in their public-
ations. As the wells were also reported at critical condition, the predicted results were
expected to be above the 45◦ line, as seen in Figure 4.18. Like for the Veeken et al. (2010)
data, Table 4.5 shows that critical gas velocity prediction improved by showing smaller
relative error when the model assumed droplet entrainment.
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Figure 4.18. Belfroid et al. (2008) data vs. liquid film models prediction

Table 4.5. Critical gas velocity prediction for Belfroid et al. (2008) data

No Entrainment Entrainment

model
well correctly

predicted
errrel(%)

well correctly
predicted

errrel(%)

Barnea (1986) 2/2 22.82 2/2 20.95
Luo et al. (2014) 2/2 65.10 2/2 59.9
Shekhar et al. (2017) 2/2 12.91 2/2 9.56

The third field data set used for evaluation of the model was the wells production data
published by Turner et al. (1969). They published field data for 90 gas wells, where 37
were experiencing liquid loading and 53 were producing at stable conditions, meaning no
liquid accumulation in the wellbore (unloaded). All the wells were vertical (0◦ inclination
angle). Gas rate tested and reported by Turner were converted to superficial gas velocities,
which were then used to compare with calculated critical gas velocity using the model
with and without entrainment. The comparison was performed for every individual well,
as shown in Figures 4.19 to 4.21.

When the calculated velocity was higher than the observed, the well was considered
loaded. If the calculated critical gas velocity was lower than the observed, the well was
defined as unloaded. In case of unloaded wells, the well data were located slightly below
the 45◦ line in the plot. It can be seen that for Turner et al. (1969) field data, entrain-
ment fraction of droplets did not influence the prediction of critical gas velocity. This
behaviour could be explained by the observations given by Shoham (2006) that, the film
thickness variation result in variation of the deposition and the entrainment rate. Since
the published well had vertical geometry, film thickness was considered constant, therefore
deposition and entrainment was considered constant.
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(a) Loaded wells (b) Unloaded wells

Figure 4.19. Turner et al. (1969) data vs. Barnea (1986) model prediction

(a) Loaded wells (b) Unloaded wells

Figure 4.20. Turner et al. (1969) data vs. Luo et al. (2014) model prediction

(a) Loaded wells (b) Unloaded wells

Figure 4.21. Turner et al. (1969) data vs. Shekhar et al. (2017) model prediction

For all models the prediction of unloaded wells was conservative i.e., the well data
were located below the 45◦-line. However, the relative error was highest in the case
of Luo et al. (2014) and Shekhar et al. (2017) as shown in Table 4.6. Although the film
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thickness correlation was introduced in both models to account for the effect of inclination,
no improvement was observed. To mention that the interfacial friction factor suggested
by both researchers influence on the prediction by overestimating the critical gas velocity
in gas well with a vertical geometry. On the other hand, Barnea (1986) model showed
better prediction in both number of wells and in percentage deviation.

Table 4.6. Critical gas velocity prediction for Turner et al. (1969) data

Well at loaded condition

model
no Entrainment Entrainment
well correctly

predicted
errrel(%)

well correctly
predicted

errrel(%)

Barnea (1986) 31/37 176.72 31/37 172.54
Luo et al. (2014) 28/37 137.39 28/37 135.93
Shekhar et al. (2017) 20/37 78.09 20/37 77.27

Well at unloaded condition
Barnea (1986) 41/53 42.03 40/53 42.07
Luo et al. (2014) 46/53 44.29 46/53 44.28
Shekhar et al. (2017) 51/53 60.64 51/53 58.90

Overall, it was observed that for deviated wells, Shekhar et al. (2017) model presented
a good agreement with tested gas velocities. On the other hand, the model failed to
predict the gas velocity for stable production gas wells with vertical geometry.
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4.4 Effect of liquid film distribution on the determ-

ination of liquid loading onset

Many investigators have proposed models consisting of correlations based on field and
experimental data, equations from physical properties, aiming at predicting when liquid
accumulation in the wellbore would start to be a problem in a gas well. Most models are
often inaccurate for estimating the liquid loading onset when used at different conditions
for which the models were evaluated. Most of these models assume that the liquid removal
in gas wells resulted from liquid being transported as droplets entrained in the gas core
(liquid droplet models) or as liquid film attached to the pipe wall (liquid film models).
Earlier studies performed in this thesis have revealed that liquid film models presented a
better prediction of liquid loading onset.

The liquid film model, also known as liquid film reversal, assumes that liquid is trans-
ported as film moving with the gas along the wall of the conduit and liquid accumulation
occurs once the film flows counter-current to the gas core. The model was developed
based on empirical correlations and mechanistic modelling of multiphase flow in pipe.

As mentioned in Section 2.2.2, several researchers relate the onset of liquid loading
with the flow regime transition from annular to intermittent flow. Most of this research
followed after the work performed by Zabaras et al. (1986), who concluded that at low
gas flow rates the film motion was controlled by a switching mechanism coupled to the
instability of the liquid film due to decreasing of both film-thickness and the interfacial
friction. Thereafter, the two-phase flow annular to slug transition model, started to be
used for predictions of the critical gas velocity for example the model proposed by Barnea
(1986).

The annular-slug transition boundary model proposed by Barnea (1986) has been
widely used and related to liquid loading onset predictions. The model was developed to
cover the transition boundary for whole range of pipe inclinations, assuming that liquid
film thickness distribution around the pipe is constant. Details of the model derivation
are presented in Appendix B.1.

Recently, the Barnea (1986) model have been improved by Shekhar et al. (2017) by
taking into account non-uniform film thickness distribution due to pipe inclination. The
changes were proposed after the results of Paz (1994) who proved that pipe inclination
had an effect on the liquid film thickness distribution (Figure 4.22).
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Figure 4.22. Illustration of liquid cross-section for various inclinations a) and for liquid film
distribution fitting (Paz (1994), vsl=0.006 m/s, vsg=18.29 m/s) b)

The prediction of annular-slug transition boundary by Barnea (1986) is based on es-

timation of uniform liquid film thickness (δ̃L) that satisfies the interfacial shear stress at
given superficial liquid velocity (Equation B.8). Then the value is used to determine the
critical superficial gas velocity. Shekhar et al. (2017) based their model following the same
criterion. However, they assumed that the critical film thickness occurred at the bottom
of the pipe, i.e., the liquid loading would begin when the thicker film at the bottom can
no longer be carried by the gas phase. Thus, they estimated the maximum film thick-
ness that satisfied the required shear stress (Equation B.8) as (δ̃max), and used a relation

(Equation 2.11) to convert into δ̃avgL. The corrected value was then used back in Barnea
(1986) equation (Equation B.8) for determination of the critical superficial gas velocity.

It is worth to mention that Equation B.8 was derived assuming uniform film thickness
(Figure B.3 and Equations B.7).

Although the Shekhar et al. (2017) model was proposed to take into account the non-
uniform film thickness, it still calculates critical superficial gas velocity to uniform liquid
film thickness concept by using the equation provided by Barnea (1986). Thus, in this
research work a new approach was suggested, assuming liquid loading would start at a
position in the pipe of maximum liquid film thickness (δmaxL), and that the maximum
liquid film thickness would be one that satisfy Equation B.8 similar to Shekhar et al.
(2017). However, in contrast to them, the model predicts the critical superficial gas
velocity by employing liquid holdup (HL = AL/A) caused by non-uniform liquid film
thickness distribution due to pipe inclination in the momentum balance equation instead
of the liquid thickness directly. The momentum balance equation for gas-liquid two-phase
flow (Equation B.3) can then be re-written as

τiSi

(
1

HL

+
1

(1−HL)

)
− gA(ρl − ρg) sin θ − τwl

SL
HL

= 0 (4.2)

The model is based on Paz‘s measured circumferential film thickness for various in-
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clinations and liquid velocities vsl. Film thickness distribution changes with decreasing
inclination from uniform to non-uniform, when thickness at the top of the pipe becomes
thinner, while thickness at the bottom increases (Figure 4.22a). The dimensionless liquid
film thickness at several angular positions (φ) in the pipe cross section was computed from
measured values by Paz (1994) and plotted versus pipe inclination angle (θ) for different
liquid superficial velocities. The data was fitted to an exponential function (Equation 4.3)

δ̃L (φ, θ) = ae(−bφ) + c (4.3)

The function was numerically integrated in φ in order to obtain the area under the
curve, which represents the cross-sectional area of liquid in the pipe from position 0◦ to
180◦ (Figure 4.22b). The same analysis was performed for the other liquid velocities of
similar behaviour as shown in Figs. B.7 through B.11.

The liquid holdup was calculated from the cross section area occupied by the liquid
estimated above, and plotted versus the maximum dimensionless liquid film thickness
(occurring at the bottom of the pipe), presented in Figure 4.23.

Figure 4.23. Liquid holdup vs. maximum dimensionless liquid film thickness (measured at the
bottom of the pipe)

There is a fairly linear relationship between these two variables, thus the liquid holdup
can be used to determine the maximum film thickness and can be described by a simple
linear function of the single variable a.

HL = aδ̃maxL (4.4)
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The slope of the fitting lines (a) increases with increasing pipe inclination (θ). Both
of these variables were plotted in Figure 4.24.

Figure 4.24. Estimation of liquid holdup equation vs. pipe inclination (from horizontal)

As it can be seen, the coefficient a increases exponentially with increasing pipe inclin-
ation and their relationship is described by:

a = 0.25e0.0294θ (4.5)

The change of liquid area (liquid holdup) due to pipe inclination also causes a change
in the perimeter of the liquid-gas interface (Si). From the functions created by fitting the
Paz (1994) data, the perimeter Si was computer from Equation 4.3 and plotted against
liquid holdup (Figure 4.25). Equation 4.6 is proposed to fit the data.
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Figure 4.25. Estimation of interface perimeter against liquid holdup

Si = (π − 1.7HL)D (4.6)

The perimeter of the wall-liquid interface was calculated by SL = πD and wall shear
stress by Equation 4.7, which was related to the local liquid velocity at the bottom of the
pipe, similar to what is presented by Barnea (1986).

τwl =
1

2
Clρl

(
ρlDvsl
µl

)−n
v2sl

4

(
δ̃maxL − δ̃maxL

2
) (4.7)

where Cl and n are constants in the friction factor correlation, where Cl = 0.046,
n = 0.2 for turbulent liquid film and Cl = 16, n = 1 for laminar liquid film.

Substituting the relationship of SL, Si, HL and the wall shear stress expression into
Equation 4.2 and solving for interfacial shear stress yields

τi,liquid =
τwl

Sl
HL

+ gA(ρl − ρg) sin θ

Si

[
1

HL

+
1

(1−HL)

] (4.8)

Then the supplied interfacial shear stress provided by gas-phase was estimated by
Equation 4.9

τi,gas =
1

2
fi

ρgv
2
sg

(1− 2δ̃maxL)
4 (4.9)
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In addition, a new equation for calculating the interfacial friction factor developed
based on the experimental data of Paz (1994) data was proposed. The steps used for the
development are presented below:

1. Calculate the liquid friction factor using Equation B.5.

2. Calculate the liquid cross section area by multiplying liquid holdup (Figure 4.23)
with pipe area.

3. Calculate liquid shear stress (τwl) using Equation B.4 where the actual liquid velocity
was estimated using Equation B.6.

4. Determine pressure drop from Equation 4.10. The equation was obtained by adding
the momentum equation of liquid (Equation B.1) with the gas core (Equation B.2)

− dp

dL
A = g(Alρl + Agρg) sin θ + τwlSl. (4.10)

5. Determine the interface shear stress using either Equation B.1 or Equation B.2

6. Calculate the interface friction factor

fi =
2τi
ρgv2g

(4.11)

where vg = vsg
A

(1− Al)
7. Plot the relation interfacial friction factor given in terms of dimensionless parameter

I against liquid holdup (Hl)

I =
fi

sin θfg
(4.12)

Figure 4.26. Interface friction factor relationship with the liquid holdup estimated from Paz
(1994) data

81



From Figure 4.26 the new interfacial friction factor is determined by:

fi = fg(98.87HL + 2.2) sin θ (4.13)

Here the superficial gas friction factor (fg) was assumed to be 0.005 and the pipe
inclination (θ) is expressed in radians.

Using the experimental data of Paz (1994), interfacial friction factor was estimated
using the new proposed correlation (Equation 4.13), Wallis (1969) (Equation B.12), Fore
et al. (2000) (Equation 2.6) and Shekhar et al. (2017) (Equation 2.12). The comparison
is presented in Figure 4.27.

Figure 4.27. Comparison of interfacial friction factor estimated from experimental Paz (1994)
data with Wallis (1969), Fore et al. (2000), Shekhar et al. (2017) and OLGA prediction values
of interfacial friction factor

It can be seen that for inclination above 45◦, equations proposed by Wallis (1969), Fore
et al. (2000) and Shekhar et al. (2017), overestimate the interfacial friction factor. On
the other hand, OLGA predicted values close to the experimental estimation, similar to
the new equation predictions.

Figure 4.28 shows an overall flow chart for the annular-intermittent transition boundary
(critical gas velocity) for inclined pipe. Critical gas velocity is first determined from on
the input parameters. Then the momentum and continuity equation is used to calculate
the hydrodynamic behaviour of the two-phase flow.
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Figure 4.28. Flow chart for calculating annular-slug flow transition boundary calculation

4.4.1 Model validation

Experimental critical gas velocities acquired for air-water and air-Exxsol D80 system (Sec-
tion 3.6.2 and 3.6.3 respectively) were used to evaluate the applicability of the proposed
model on the prediction of liquid loading in gas wells.

Figures 4.29a–4.29f, discrete experimental points from air-water system were plotted
on logarithmic scale with the continuous-line representing the annular-slug transition
boundary for the new model. The transition estimated with the models of Barnea (1986)
and Shekhar et al. (2017) are also plotted using dashed-lines.

Figure 4.30a–4.30c presents the same analysis where air-Exxsol D80 discrete data point
were used instead.
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(a) 20◦ (b) 30◦

(c) 45◦ (d) 60◦

(e) 70◦ (f) 78◦

Figure 4.29. Comparison between experimental data and the transition boundary prediction
by the new model, the model by Barnea (1986) and the model by Shekhar et al. (2017), for
air-water system at STP condition
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(a) 30◦ (b) 45◦

(c) 60◦

Figure 4.30. Comparison between experimental data and the transition boundary prediction
by the new model, the model by Barnea (1986) and the model by Shekhar et al. (2017) for
air-Exxsol D80 system at STP condition

The agreement between the predictions using the new model and experimental meas-
urements is fairly good for most cases. This could indicate that the model is generic and
can be extrapolated to other operational conditions different than the ones from which it
was derived (experimental data of Paz (1994)). However, the model has poor perform-
ance for the lowest inclination in air-water flow (Figure 4.29a). This could be because the
data of Paz does not include inclinations below 45◦. Figure 4.29b and 4.30a shows that
even though the pipe inclination is below 45◦, the model agreed with the experimental
measurements. This could be due to the fact that at 30◦ inclination the conditions are
not significantly different as presented in 45◦ (Figure 4.22a). However, for an inclination
of 20◦ the difference might be significant as the liquid film might not reach the top of the
pipe.

Figure 4.31 shows the comparison between every individual observed critical gas velo-
cities predicted by the present model and the measured data.
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Figure 4.31. Comparison between experimental data vs. predicted values by the new model

In Figure 4.31 the 45◦ line in the plot represents the annular-slug transition boundary.
It can be seen that the predicted critical gas velocities lays close to the line, having a
variation of approximately 10%. It was also noticed that the model overestimates the
values for the critical gas velocity at 20◦ pipe inclination (points surrounded by the green
ellipse).

Table 4.7 presents the relative error calculated for each pipe inclination and using all
the data points for air-water and air-Exxsol D80 system, respectively.

Table 4.7. Relative error for the air-water and air-Exxsol D80 system

Air-Water Air-Exxsol D80
pipe

inclination[◦]
errrel(%) errrel(%)

20 57.50 -
30 3.22 6.10
45 4.91 11.85
60 6.68 14.73
70 4.14 -
78 7.01 -

all data 10.8 10

Comparing the results presented in Table 4.7 for air-water system its was possible to
see that the new model had an improvement on prediction of critical gas velocity with
an average accuracy for all inclinations of 10.8% against the 20.9% from Shekhar et al.
(2017) and 16.9% from Barnea (1986) (see Table 4.1). For air-Exxsol D80 a similar trend
is observed, the new model has a lower error of 10% against 15.2% and 20.8%, for Shekhar
et al. (2017) and Barnea (1986) respectively (see Table 4.2).
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To evaluate further the performance of the new proposed model, experimental data
publish by Guner (2012) on two-phase air-water system was used. He performed experi-
ments in 3-in ID pipe at inclination angles of 90◦, 75◦, 60◦ and 45◦ from horizontal, using
superficial liquid velocity of 0.01, 0.05 and 0.1 m/s and superficial gas velocity ranging
from approximately 40-2m/s.

The set of discrete data points define by (Guner, 2012) as the onset of film reversal,
complete film reversal (critical vsg) and no loading were used. The complete film reversal
data points were used as the left length of the horizontal error bars while the no loading
as the right length the first full unstable production.

Figure 4.32a to 4.32d shows the comparison of the discrete data with the prediction
from the new model, Barnea (1986) and Shekhar et al. (2017).

,

(a) 45◦ (b) 60◦

,

(c) 75◦ (d) 90◦

Figure 4.32. Comparison between Guner (2012) experimental data and the transition boundary
prediction by the new method, Barnea (1986) and Shekhar et al. (2017)

Overall, the agreement between the prediction using the new model and Guner (2012)
experimental data is fairly good for most cases. However, comparing to Shekhar et al.
(2017) model performance the new model predicted poorly with more than 25% of error
(Figure 4.33).
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Figure 4.33. Comparison between Guner (2012) experimental data vs. predicted values by the
new model, Barnea (1986) and Shekhar et al. (2017)

It is worthwhile to mention that the same set of data was published by Guner et al.
(2015), where the values of critical superficial gas velocity are the same as the values
presented earlier as loaded conditions, past the onset point. The author has therefore
assumed that the values published are the critical onset velocities, but if otherwise, results
will vary.

Application to field data

Field data previously studied on section 4.3.2 was used to evaluate the performance of
the new method for the prediction on liquid loading onset.

Analysis of the field data revealed that for a accurate prediction, the model required an
upwards adjustment of approximately a factor of 0.4 on the interfacial friction factor for
cases of low liquid holdup. Therefore, a coefficient was added to Equation 4.13 resulting
in Equation 4.14

fi = 0.4fg(98.87HL + 2.2) sin θ HL < 0.05 (4.14)

When this modification is introduced, the prediction accuracy for the datasets de-
scribed above worsened from 10% to 50% relative error. However, the model prediction
is conservative (i.e. lower critical gas velocities are predicted) see Figure 4.34). A similar
behaviour was observed when applied for Guner (2012) experimental data (Figure 4.35).
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Figure 4.34. Comparison between experimental data vs. predicted values by the new model
with adjustment factor

Figure 4.35. Comparison between Guner (2012) experimental data vs. predicted values by the
new model with adjustment factor

89



In Figure 4.36 through Figure 4.39, measured field data were plotted in a 45◦ line plot
and compared with the new model prediction and for the other studied models.

Figure 4.36. Comparison between Belfroid et al. (2008) data vs. predicted values from new
model

Figure 4.37. Comparison between Veeken et al. (2010) data vs. predicted values from new model
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Figure 4.38. Comparison between Turner et al. (1969) data (loaded) vs. predicted values from
new model

Figure 4.39. Comparison between Turner et al. (1969) data (unloaded) vs. predicted values
from new model

The new model exhibits a slightly better prediction when compared to Barnea (1986)
and Shekhar et al. (2017) by given the prediction results close to the actual measured gas
velocity, i.e., more data points were close to the 45◦ line. Although, the suggested model
performed well, it is recommended as further and future work to investigate methods to
verify the applicability of the equations developed (and improve them if necessary) with
experimental data for other pipe diameter, test fluids and extended liquid holdup ranges.

Overall, the new proposed model performed better for our experimental data when
compared against models of Barnea (1986) and Shekhar et al. (2017), and similar was for
the field data, which constitutes an improvement.
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4.5 Study on liquid accumulation along the wellbore

In the previous sections the analysis of the liquid loading onset was performed considering
one location in the pipe. However, in reality a well is a long pipe of a few thousand meters
divided in several sections. Thus, there are some spatial aspects of liquid loading that are
important to look into, namely:

- The changes of superficial velocities of gas and liquid along the wellbore will cause
liquid loading to have its onset usually in one location. Then as gas rate is reduced
further, there will be other locations in the well that will start also to experience
loading. Therefore, a study was performed to evaluate how does the wellbore trans-
itions from unloaded to fully loaded and quantify the increase in pressure drop and
the fraction of the wellbore that is loaded.

- Additionally, a comparison between different liquid loading criteria such as droplet
model (Turner et al., 1969), film model (annular to slug transition) and minimum
in the pressure drop curve were performed. This with the objective to quantify the
variability in the critical gas rate values predicted with different criteria.

Due to the fact that it was not feasible to do field testing on this issue, numerical study
was performed. To carry out the pressure drop study in the tubing as a function of gas
rate, three numerical simulators were employed a dynamic flow simulator (OLGA), a well
performance simulator tool (PROSPER) and Gray (1978) (model described in Appendix
B.2) pressure correlation, programmed in Excel VBA. The reason of choosing the models
and simulation listed was such that OLGA is able to capture and model flow transients, if
any. PROSPER on the other hand is a steady state tool commonly used by the industry
for liquid loading studies, as well as Gray correlation. To determine either or not a point
on the wellbore is experiencing liquid loading three methods were used:

- The gas velocity (actual) was compared against the critical gas velocity computed
with Turner et al. correlation (Equation 2.2).

- The flow pattern was checked, if different than annular flow, the point is considered
to be loaded.

- The minimum pressure drop in the vertical performance lift curve was identified.

The study case consist of a vertical 1.625-inches inner diameter gas well, 3468 ft long
production tubing, with constant wellhead pressure of 25 psia and temperature of 100oF.
Dry gas and free water were used as fluid which entered at the same point at the bottom
of the well. Figure 4.40 shows the schematic of the simulated well.

Gas rates ranging from 0.00625 to 1.5 MMscf/d and water-gas ratio (WGR) of 1,
16.67, 100 and 300 stb/MMscf, estimated from a constant flow rate of 15 Mscf/d, were
simulated. Results obtained from the simulators were bottom flowing pressure (pwf ),
wellbore pressure profile, fluid properties and superficial velocities.
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Figure 4.40. Simulated well dimension and operational conditions

To simplify the simulations and to remove the effect of the formation temperature
distribution, isothermal ambient conditions were assumed. However, due to the Joule-
Thomson effect and the pressure drop experienced by the fluid, the fluid exhibited a
temperature variation along the wellbore.

The change in pressure influenced some of the fluid properties such as gas density
and surface tension. Therefore, a curve of surface tension and gas density varying with
pressure at constant temperature was obtained from the PVT file in OLGA (Figure 4.41
and 4.42). A fitting equation was determined and used to correct the value of surface
tension for all the simulated scenarios.

Figure 4.41. Surface tension as function of pressure from OLGA at 100◦F
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Figure 4.42. Gas density as function of pressure from OLGA at 100oF

4.5.1 Simulation results

In this section the simulation results are presented. Figure 4.43 to Figure 4.45 presents
the bottom flowing pressure varying with gas flow rate obtained from Gray (1978), OLGA
and PROSPER at constant wellhead pressure and various gas rate and water-gas ratio.

Figure 4.43. Pressure drop for vertical well with 1.625-inches inner diameter using Gray correl-
ation model
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Figure 4.44. Pressure drop for vertical well with 1.625-inches inner diameter using OLGA model

Figure 4.45. Pressure drop for vertical well with 1.625-inches inner diameter using PROSPER
model

Overall, the curves presented in Figure 4.43–4.45 show a similar behaviour. As the
gas flow rate decreases the bottom hole flowing pressure (pwf ) decreases until a minimum
pressure point. A further decrease of gas flow rate the pwf increases rapidly, where the
curves tend to overlap. For the case of pressure predicted by OLGA (Figure 4.44) the
minimum pressure point exhibits a sharp curvature at the minimum pressure point and
below those rates, the curves tend to overlap. This could be due to limitation of the PVT
data table inserted in the simulator that does not allow simulations to continue at very
low gas flow rates. When using PROSPER, it was noticed that, for WGR=1 stb/MMscf,
for low gas rates, the curve has different trends depending on the model employed. This
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is shown in 4.46 where the vertical lift performance curve is estimated using 4 models,
VBA, Gray, GRE models and Petroleum Experts (PE). VBA and GRAY are the model
described by Gray (1978). GRAY refers to the results obtained with PROSPER and
VBA the results obtained with Excel. PE uses the Gould et al. flow map and various flow
regimes model, while GRE is a model developed in house research by petroleum experts,
result of several models including Gray (1978) correlation.(Experts, 2019)

Figure 4.46. Relationship between bottom hole pressure and gas flow rate for different tubing
flow correlation for WGR=1 stb/MMscf

Such difference on the vertical lift performance curve predicted by PROSPER was
reported by Nymoen (2017). He stated that Gray correlation cannot be used to calculate
the static pressure. since with reduction of the gas flow rate the in-situ volume fraction of
gas, α, (see Equation B.20) approaches zero, meaning that the gravitational component
approaches the liquid density, which could overestimate the pressure drop in gas wells. He
also mentioned that the problem could be solved by using the no-slip density (Equation
B.28) on the determination of the gravitational component instead of the average density.

Gray and VBA present the same results as expected since is the same model. GRE
as mention in the simulator is the modification of PE which is a correlation result of the
combination of several existing correlations. In the present study the PE correlation was
used. It is also worth to mention that the vertical lift relationship curve predicted by
PROSPER was also dependent of the version of the simulator.

For each gas flow rate given a constant WGR, wellbore pressure profile was determined.
Figure 4.47 shows the wellbore pressure profile calculated by the models. In order to
obtain pressure at different locations, the wellbore was divided into section. The number
of wellbore section varied according to the models used. In the case of PROSPER for
example the maximum number of section was 14, which was automatically estimated.
OLGA and Gray’s for instance was 50 since the number of sections could be manually
introduced prior to the calculations.
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Figure 4.47. True vertical Depth (TVD) vs. wellbore pressure profile for Gray correlation,
OLGA and PROSPER for WGR=1 stb/MMscf and vsg=0.1 MMscfd

After the wellbore pressure profile was calculated, three criteria/methods used on the
identification of liquid loading onset such as 1. droplet model from Turner et al. (1969),
2. film model (annular to slug transition) and 3. minimum pressure in the vertical lift
performance curve were evaluated.

From the Excel VBA (Gray correlation) only the droplet and minimum pressure critical
gas flow rate were estimated.

In this study the liquid loading accumulation in all the simulated scenarios start at the
bottom of the well, because the local superficial gas rate is smallest at that point due to
high pressure.

Figure 4.48 present the vertical lift performance relationship curves and in addition
each curve present the critical gas flow rate determine by the different methods. The
critical gas flow rates were determined as follow:

- Droplet model:when the local superficial gas velocity was lower than the superficial
gas velocity determined (vg < vgc).

- Film model: when the flow pattern at the bottom of the well was different than
annular flow.

- Minimum pressure: rate at which the vertical performance lift curve displaced a
minimum.
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Figure 4.48. Simulation results on liquid loading onset using three different criteria given
WGR=16.7 stb/MMscf and constant wellhead pressure of 25 psia

Tables 4.8 to 4.10 presents the critical gas rate for the onset of liquid loading predicted
using the different methods for the three models. Additionally, the table present the av-
erage gas rate (qavg), standard deviation (std) and a spread band (s) for the predicted gas
flow rate. The spread band (Equation 4.15) was calculated using the difference between
the maximum and minimum predicted critical gas rate divided by the average gas flow
rate.

s =
Max−Min

Average
(4.15)

Table 4.8. Liquid loading onset gas flow rate predicted using Gray model for the different
methods

WGR Liquid loading onset rate
stb/MMscf Turner pwf,min qavg std s

1 0.19 0.19 0.19 0.02 0.03
16.67 0.19 0.18 0.18 0.04 0.08
100 0.22 0.14 0.18 0.20 0.39
300 0.27 0.11 0.19 0.43 0.87

Total,avg - - - - 0.34
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Table 4.9. Liquid loading onset gas flow rate predicted using OLGA model for the different
methods

WGR Liquid loading onset rate
stb/MMscf Turner pwf,min FR qavg std s

1 0.15 0.10 0.10 0.11 0.2 0.6
16.67 0.18 0.17 0.14 0.16 0.10 0.2
100 0.25 0.25 0.23 0.24 0.05 0.1
300 0.40 0.12 0.50 0.34 0.47 1.1

Total,avg - - - - 0.47

Table 4.10. Liquid loading onset gas flow rate predicted using PROSPER model for the different
methods

WGR Liquid loading onset rate
stb/MMscf Turner pwf,min FR qavg std s

1 0.21 0.12 0.50 0.28 0.6 1.38
16.67 0.22 0.10 0.52 0.28 0.63 1.51
100 0.29 0.10 0.64 0.34 0.66 1.58
300 0.36 0.09 0.78 0.41 0.70 1.70

Total,avg - - - - - 1.54

General a consistently observation was noticed, for all the Gray and OLGA models the
prediction of critical gas flow rate by Turner et al. (1969) gave the most conservative, the
minimum pressure is the most optimistic (with the lowest bound) and the flow regime is
always in between. While for PROSPER the flow regime transition have shown to be the
most conservative having the highest critical gas flow rate.

From Tables 4.8 to 4.10 prediction given by Gray and PROSPER models, the critical
gas rate increased with increase of WGR when Turner et al. (1969) criteria was used
and reversed scenario was seen for the nodal analysis method (minimum pressure in the
curve). On the other hand, OLGA predictions did not show a consistent trend when using
the minimum pressure criteria as the other models. This could be due to errors when the
simulator extrapolated the original PVT table used in the simulations. The average
critical gas flow rate estimated from the simulator prediction have shown to increase with
increase of WGR and PROSPER model presented standard deviation values above 50%
for all the cases. The higher standard deviation is due to the critical gas flow rate values
predicted by the flow regime transition criteria. Considering the spread error a similar
behaviour as the standard deviation was observed, where the spread increased when WGR
increased and PROSPER had the highest spread error.

Overall the models presented quite different standard deviation for a given WGR and
constant wellhead pressure. This could mean that, the liquid loading onset rate is de-
pendent not only on the onset criteria employed but also on the pressure drop model.

A study was performed to evaluate how does the wellbore transitions from unloaded to
full loaded and to quantify the fraction of the wellbore that is filled with liquid. To identify
the status of a well at certain location, the actual superficial gas velocity calculated by the
models was compared with the critical gas velocity predicted by Turner criteria and the
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critical gas velocity at which the annular-slug flow transition was identified. If the critical
gas velocity was higher than the actual superficial gas velocity then at that location the
well was considered to be loaded. Figure 4.49 present progression of liquid accumulation
in the wellbore as the gas flow rate decreases.

Figure 4.49. Wellbore transition from unloaded to fully loaded for several gas flow rates and
WGR estimated by Gray correlation model using Turner equation criteria

It can be observed that once the onset of liquid loading is reached, if the gas rate
further decrease the well loads up rapidly. As the water-gas ratio increases the critical
gas flow rate also increases.

During the simulation in OLGA it was noticed that the onset of liquid loading along
the wellbore could be identified by using the pressure profile chart and flow regime (Figure
4.50).
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Figure 4.50. Wellbore transition from unloaded to full loaded for several gas flow rates,
WGR=300 stb/MMscf estimated by all models using Turner and Flow regime criteria

The pressure profile chart in Figure 4.50 shows the pressure drop per meter across the
well bore for the case with 0.125 MMscf gas flow rate and 16.7 stb/MMscf of water-gas
ratio, where liquid loading was identified. The pressure profile shows a significant increase
in the slug region (0.047 psia/ft) compared to the annular region (0.012 psia/ft). This
can be considered as an anticipation of the slug behaviour, where an increase of both the
gravity and frictional pressure drop was observed.

Gas rate versus fraction of well filled with liquid were plotted in order to have a better
understanding of how the liquid accumulates in the wellbore as the gas flow rate reduces,
using the different model and onset prediction criteria. Results are shown in Figure 4.51
to Figure 4.54.
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Figure 4.51. Wellbore transition from unloaded to full loaded for several gas flow rates,
WGR=1stb/MMscf estimated by all models using Turner and Flow regime criteria

Figure 4.52. Wellbore transition from unloaded to full loaded for several gas flow rates,
WGR=16.7stb/MMscf estimated by all models using Turner (TC) and Flow regime (FR) criteria
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Figure 4.53. Wellbore transition from unloaded to full loaded for several gas flow rates,
WGR=100stb/MMscf estimated by all models using (TC) and Flow regime (FR) criteria

Figure 4.54. Wellbore transition from unloaded to full loaded for several gas flow rates,
WGR=300stb/MMscf estimated by all models using (TC) and Flow regime (FR) criteria

For all the simulated scenarios PROSPER results have shown to be more conservative
when flow regime transition criteria is used. On the other hand the Turner criteria have
shown to have a similar shape for all the models, except for WGR=300 stb/MMscf, where
the predicted results were more optimistic, i.e, gave later predictions. To mention that
Gray model was not tested for water ratios above 5 bbl/MMcf, which could underestimate
pressure predictions for WGR=300 stb/MMscf. Overall, it could be observed that as the
onset of liquid loading is identified, an exponential increase of liquid on the wellbore is
expected as the gas flow rate keeps reducing.
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Chapter 5

Conclusion

5.1 Conclusions

The following conclusions can be drawn from the results obtained in this research:

i. Effect of fluid viscosity on two-phase flow in inclined pipe

An experimental study on the effect of fluid viscosity on flow pattern mapping for two-
phase flow in an inclined pipe has been conducted. Observed flow patterns were compared
with flow pattern transition modeled by Barnea (1986) and a commercial transient sim-
ulator (OLGA 7.3). From the work presented, the following conclusions were derived:

• Most of the flow pattern regions observed by Barnea et al. (1980a), Barnea et al.
(1980b), Barnea et al. (1985) and Barnea (1987) were observed experimentally also
in present study.

• The unified model for flow pattern transition proposed by Barnea (1987) predicted
satisfactorily the experimentally measured flow pattern map of the two-phase system
with viscous fluid as liquid phase at all tested pipe inclinations.

• In general, flow pattern maps predicted with OLGA 7.3 were not in good agreement
with measured data. OLGA 7.3 patterns were similar for the slug flow at 70◦–78◦,
but failed on the prediction of slug-annular transition flow for inclinations below 60◦.

• Total pressure gradient agreed quite well with the predicted total pressure gradients
from OLGA 7.3 for all tested inclination angles.

ii. Applicability of existing models for liquid loading prediction

An experimental study on the applicability of available models to predict important para-
meters during gas production in inclined wells has been conducted. From the work presen-
ted, the following conclusions were derived:

• Models based on droplet model underestimate the annular-slug flow pattern trans-
ition for all inclination angles.
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• OLGA 7.3 does not predict the transition of intermittent (slug) to annular flow
for inclinations lower than 60◦. Instead the software predicts a transition slug to
stratified-wavy flow.

• Overall, the Luo et al. (2014) model overestimated the transition of intermittent to
annular flow, thus giving a worse performance for the liquid film model group of
approximately 60% relative error.

• On air-water and air-Exxsol D80 the model presented by Shekhar et al. (2017)
performed well at inclinations lower than 60◦, where the effect of film thickness
was more relevant.

• For high liquid velocities the Barnea (1986) model gave a better prediction than
the Shekhar et al. (2017) model for two-phase flow with viscous liquid for all the
inclinations.

• The observed critical gas velocity for viscous oil was lower compared to other fluids.

• OLGA 7.3 transition gas velocities, presented a good agreement with the experi-
mental data for pipe inclination lower than 45◦ despite the fact that slug-stratified
wavy flow was predicted instead of slug-annular transition.

• The relative error in OLGA 7.3 tended to increase with increasing pipe inclination.

iii. Effect of entrainment on the annular-slug flow regime transition
for liquid loading prediction

In this study, field and experimental data on the onset of liquid loading and flow pattern
transition were compared with the liquid film model, and was used for predicting critical
gas velocity in gas well. The standard liquid film models assume negligible entrainment.
Therefore, the present work was performed considering entrainment on the liquid film
model on the prediction of critical gas velocity. From the work performed and presented
the following conclusions were derived:

• The predictability of the Shekhar et al. model (2017) of the laboratory data air-water
and air-Exxsol D80 system improved when liquid droplet entrainment is included.

• Luo et al. model (2014) overestimated the annular-slug transition boundary flow
for all cases studied, consequently also the critical gas velocity for liquid loading
predictions.

• Adding an empirical correlation to account for the liquid droplet fraction in the liquid
film model by Barnea (1986) and Shekhar et al. (2017) improved the prediction of
liquid loading onset for all the analysed data, giving results close to the actual
velocity present in the well and observed experimentally.

• In the case of vertical gas wells, droplet entrainment did not have any effect on the
critical gas velocity prediction. This was most probably due to the fact that the
film thickness is constant at such geometries and the variation of the deposition or
entrainment rate in the gas core is negligible.
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• Luo et al. (2014) and Shekhar et al. (2017) did not predicted the critical gas velocity
satisfactorily in vertical pipes.

iv. Effect of film distribution on the determination of onset of liquid
loading

A new model for estimating the onset velocity of liquid loading in inclined pipes in presen-
ted based on the flow pattern transition from annular to intermittent flow. Model cor-
relations were developed using published by Paz (1994). The new method was developed
using the same guidelines as the models proposed by Barnea (1986) and Shekhar et al.
(2017). The distinctive features of the new model are:

(a) The method is suitable for inclined pipes, the effect of pipe inclination on the liquid
film thickness varies as the inclination changes and liquid loading initiates at position
in the pipe with maximum film thickness, similarly to the approach proposed by
Shekhar et al. (2017). However, the critical superficial gas velocity is predicted by
employing liquid hold-up variation caused by non-uniform film distribution in the
pipe circumference.

(b) A new interfacial friction factor equation was developed, which account for the liquid
hold-up variation due to pipe inclination.

• Stated modifications were achieved with an accurate predictions of critical gas velo-
cities as function of pipe inclination, showing a better agreement when compared to
those of other methods proposed in the literature.

• The proposed method was tested against experimental data for which it proved to
have a good agreement. An experimental data published by Guner (2012) was used
for validation of the model. It was shown that the new model was conservative but
predicted the values within the rage of transition determined on his experiment.

• Evaluating the new model against field data from Belfroid et al. (2008), Veeken et al.
(2010) and Turner et al. (1969), it was observed that for a better prediction it was
necessary with an upwards adjustment of the proposed interface friction factor.

v. Study on liquid accumulation development along the wellbore

A numerical study of three models evaluated the wellbore transitions from unloaded to
fully loaded, and quantified the increase in pressure drop and the fraction of wellbore
that was filled with liquid, by using several onset liquid loading criteria. From the work
presented the following conclusions were derived:

• The criteria of estimating the onset of liquid loading using the nodal analysis (min-
imum pressure in the curve) concept, liquid-droplet reversal and flow regime trans-
ition did not match.

• In all cases the rate at which the critical velocity was reached increased when the
water-gas ratio increased.
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• For all the scenarios calculated through Gray and OLGA models, the result of critical
gas flow rate by Turner et al. (1969) gave the most conservative, the minimum
pressure was the most optimistic (with the lowest bound) and the flow regime was
always in between. While for PROSPER the flow regime transition proved to be the
most conservative having the highest critical gas flow rate.

• The models presented quite different standard deviation for a give WGR and con-
stant wellhead pressure. This could mean that the uncertainty in the liquid loading
onset depends on the transition criteria and the pressure droplet model employed.

• After the identification of onset of liquid loading, the wellbore transition from un-
loaded to fully loaded happened rapidly when the Turner et al. criteria (1969) was
used for all the models.

• Flow regime criteria is more conservative than Turner et al. (1969) for both OLGA
and PROSPER.

• As the onset of liquid loading is identified, an exponential increase of liquid on the
wellbore is expected as the gas flow rate keeps reducing.
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5.2 Recommendations for future research

The following recommendations can be made for further work on the topic of onset of
liquid loading in gas well for inclined pipe:

• Focus on evaluating Barnea (1987), Shekhar et al. (2017) and the new model on
two-phase flow system with viscous liquid for a wide range of pipe geometries.

• Further improvement of the closure relationships is needed for the new model to
give better predictions of gas-liquid flow behaviour for lower pipe inclinations.

• Consistent test data from experiments on multiphase flow over large ranges of relev-
ant parameters are needed in order to derive better rules and/or methods to improve
the predictive ability of the models on liquid loading onset for gas wells.

• Evaluate experimentally the behaviour of the liquid loading onset at three-phase
flow conditions.

• Model the on role of the formation interaction with the near-wellbore in the onset
of liquid loading.
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Appendix A

Experimental procedure

The experimental procedure prior and after any experiment do be performed at the mul-
tiphase laboratory at NTNU are presented in this appendix.

Start-up

1. Visual inspection of the flow loop, to ensure that all the valves are correctly con-
nected.

2. Use the check list available in the lab to verify the position of each valve and to
certify that the valves are connected according to the experiment to perform. The
valves should be verified both both close to the meters and close to the pumps.

3. Set the desired inclination in the test section using the lift handle connected to the
lift mechanism. Measure the inclination angle with the angle meter.

4. Mount the high-speed camera on the visualisation section and connect to the power
source.

5. Start the air by slowly open the valve besides the large buffer tank (7 bar), allowing
air to flow to the small buffer tank (4 bar). The desired water and/or oil pump
must be selected. In case of using centrifugal pumps, the recommended operation
frequency should be 30Hz and the maximum should be 45Hz.

6. Once everything is checked, open the air safety valve located close to the air control
valves.

7. In the main computer launch the lABview Program to turn on the acquisition system
for the instruments.

8. Connect the high-speed camera to the designated computer and launch the camera
viewer program.
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Daily Calibration

The daily calibrations were conducted as follows:

1. Clean the pressure taps and the impulse tubes to remove any purged liquid.

2. Check and if necessary, adjust the capacitance or conductance probes minimum and
maximum values.

3. Start the water/oil pump and fill completely the test section. The choice of liquid
used on the calibration depends on the experiments to be performed on the same
day. Example if water will be the liquid phase on the scheduled experiments then
calibration must be done with water.

4. Circulate the liquid in the test section for at least 15 minutes, or more if necessary,
until steady-state conditions are reached.

5. Fill the impulsive tube with the liquid circulating in the test section. Make sure no
bubbles are present.

6. Shut down the flow, by slowly decreasing the pump frequency is fully switched off.
Simultaneously, close the control valves to avoid back-flow of the liquid.

7. Check and if necessary, adjust the probes maximum value.

8. Start logging the data for 2 minutes.

9. Use the logged pressure to check if the absolute pressures are reading according to
the expected pressure calculated in Figure 3.7. Sometimes a trapped bubble in the
pressure taps where the sensor is connected can lead to a wrong reading.

10. Empty the test section and sample the data again for 2 minutes.

11. Check if the differential pressure transmitter readings goes with the expected pres-
sure calculated in Figure 3.8. Adjust the calibration range if necessary.

Shut-down

Similarly, the laboratory has a shut-down routine

1. Slowly stop the water/oil flow by reduce the frequency of the pump until the pumps
are fully switched off.

2. Keep running the air flow to clean the test section and the flexible pipe.

3. Stop the air flow.

4. Close valve at the large buffer tank and the air safety valve, as well as all the valves
in the mixing sections.

5. Write down activities and changes done during the day in the laboratory dossier.
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Appendix B

Models derivations

In this appendix, computational details related to models used for flow pattern and pres-
sure prediction in inclined section are presented. The model is otherwise presented and
tested in Chapter 3 and 4.

The issues dealt with in this appendix are:

• Barnea (1986) model for determination annular to intermittent flow transition.

• Gray (1978) for pressure calculation.

• Development of a new model used on determination of annular to intermittent flow
transition for the liquid loading onset predictions.

B.1 Barnea (1986) model for annular-intermittent flow

transition

Barnea (1987) unified model is a mechanistic model developed with the propose of pre-
dicting flow pattern transition for the whole range of pipe inclination through operative
equations and dimensionless maps, that incorporate the effect of flow rates, fluid proper-
ties, pipe size and pipe inclination. For each individual boundary a transition mechanism
is presented, and a logical path is used for a systematic determination of the flow pattern,
i.e., solving through a decision tree (Figure B.1).

As mentioned in Section 2.1 the thesis will focus on describing the transition mech-
anism behind the determination of annular-intermittent flow boundary and for a better
understanding the published model described in Barnea (1986) were used.

Diverse mechanisms were suggested for annular to intermittent flow transition. Taitel
et al. (1980) suggested that in order to maintain annular flow, the gas velocity must be
large enough to lift the largest stable drop present in the gas core. Barnea et al. (1982a)
adopted a different idea and suggested that the transition from annular to intermittent
flow occurs when the liquid holdup is large enough to block the gas core, creating a stable
slug. Later, Barnea (1986) define annular flow as gas flowing along the center of the pipe
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and the liquid flowing as a film around the pipe walls, and that annular to intermittent
transition would occurs when this characteristic structure no longer exists.

Figure B.1. Logic steps for flow pattern determination Barnea (1987)

Geometry of annular flow is presented in Figure B.2. The gas phase flow in the centre
of the pipe while liquid phase as a film with a uniform thickness around the pipe wall.
No liquid droplet in the gas core is assumed.
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Figure B.2. Physical model for annular flow in an upward flow. Adapted from Shoham (2006)

Using the momentum balance for steady annular flow gives equation for:

Liquid film

− Al
dp

dL
− τwlSl + τiSi − ρlAlg sin θ = 0 (B.1)

and

Gas core

− Ag
dp

dL
− τwlSl − ρgAgg sin θ = 0 (B.2)

where τi and τwl are the interfacial and wall shear stress, respectively, Al and Ag are
the cross-sectional area occupied by the liquid and gas phase, respectively, Sl and Si
are the perimeter over which τi and τwl act, respectively, ρl and ρg are liquid and gas
densities, respectively. θ is the angle of inclination from the horizontal, g the gravitational
acceleration, p is the static pressure and L the axial coordinate.

Simplifying the pressure gradient from both liquid and gas momentum equations yields
the combined momentum (force) balance equation for liquid-gas two-phase for steady-state
annular flow, as follows:

τiSi

(
1

Al
+

1

Ag

)
− g(ρl − ρg) sin θ − τwl

Sl
Al

= 0 (B.3)

The wall shear stress of the liquid τwl is related to the liquid average axial velocity (vl)
by

τwl = fl
ρlvl

2

2
(B.4)

with the liquid/wall friction factor fl evaluated from

fl = Cl

(
ρlDlvl
µl

)−n
(B.5)
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where Dl = 4Al/Sl is the hydraulic diameter, νl is the liquid viscosity and Cl and n are
constants in the friction factor correlation, where Cl = 0.046, n = 0.2 for turbulent liquid
film and Cl = 16, n = 1 for laminar liquid film.

and the respective liquid velocity

vl =
vslA

Al
(B.6)

Deriving the geometrical parameters based on uniform film thickness (δ) shown in
Figure B.3, yield to Equation B.7:

Figure B.3. Annular flow geometry for uniform film thickness

Sl = πD Si = π(D − 2δ) Al = π(Dδ − δ2) Ag = π
(D

2
− δ
)2

(B.7)

Substituting the geometrical relationships and the liquid shear stress expression into
Equation B.3 and rearranging for the interfacial shear stress yields:

τi = g(ρl − ρg)D sin β(δ̃l − δ̃l
2
)(1− 2δ̃l) +

1

32
Clρl

(
Dρl
µl

)−n
(vsl)

2−n
[

(1− 2δ̃l)

(δ̃l − δ̃l
2
)2

]
(B.8)

Equation B.8 relates the required interfacial shear stress provided by the liquid phase
to maintain the annular flow structure to the dimensionless film thickness (δ̃ = δ/D), for
a given superficial liquid velocity vsl. This relation for upward flow is shown in Figure B.4
for different values of liquid velocities. Note that τ̃i is the dimensionless interfacial shear
stress given by

τ̃i =
τi

g(ρl − ρg)D
(B.9)

The supplied interfacial shear stress provided by the gas phase for vertical upward flow
as follow:

τi =
1

2
fi

ρgv
2
sg

(1− 2δ̃l)
4 (B.10)
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Figure B.4. Dimensionless interfacial shear stress at different liquid velocities

where the gas velocity in the core is given by

vg =
vsg

(1− 2δ̃l)2
(B.11)

Barnea (1986) mentioned that the basic mechanism which determine the interfacial
shear are not fully understood and the available relationships are largely empirical. Barnea
then used an equation developed by Wallis (1969) to estimate the interfacial friction factor
(fi):

fi = fsg(1 + 300δ̃l) (B.12)

where fsg is the friction factor in the absence of the film, determined by:

fsg = Cg

(
vsgDρg
µg

)−m
(B.13)

where vsg is gas superficial velocity, νg is the gas kinematic viscosity, Cg = 0.046, m = 0.2
for turbulent liquid film and Cg = 16, m = 1 for laminar liquid film.

Equation B.10 relates the provided interfacial shear stress to dimensionless film thick-
ness for a given superficial gas velocity, vsg. This relationship is given by the dashed line
in Figure B.5.
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Figure B.5. Steady state solutions for vertical annular flow

For a given set of operational conditions, any intersection between the solid lines and
the dashed line is a possible steady-state solution for annular flow.

Barnea (1986) mentioned that the transition from annular to intermittent flow occur
if the gas core is blocked by the liquid promoting a change to slug flow. This blockage
occurs due to two different mechanisms:

1. The instability of annular flow configuration

In Figure B.4 the minimum velocity profile represents a sudden change in the su-
perficial liquid velocity, indicating reversal of film. (Shekhar et al., 2017)

The condition at the minimum points is obtained by differentiating Equation B.8

with respect to δ̃l and equating it to zero

(
∂τi

∂δ̃l
= 0

)
, yielding

g(ρl − ρg)D sin β
[
(1− 2δ̃l)

2 − 2(δ̃l − δ̃l
2
)
]

− 1

16
Clρl

(
Dρl
µl

)−n
(vSl)

2−n
[

(δ̃l − δ̃l
2
) + (1− 2δ̃l)

2

(δ̃l − δ̃l
2
)3

]
= 0 (B.14)

Equation B.14 gives film thickness at the minimum of the curve, δ̃l for a given vsl.
Solving simultaneously Equations B.8 and B.10 with δ̃l, that satisfies Equation B.14
yield the value of vsg at the transition boundary. The black points in Figure B.5
represents the solutions at annular to slug low transition.

2. Spontaneous blockage of the core due to wave growth on liquid film

Blockage of the gas core in annular flow may also occur when the supply of liquid in
the film is large enough to provide a liquid bridge and create a stable slug, this may
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happen at relatively higher liquid flow rates. The criteria for this transition is based
on the minimum liquid holdup in a slug, HLLS,MIN = 0.48. Taitel and Dukler (1976)
presented a similar slug flow transition in pipelines, caused by blockage occurring
when,

AL
AHLLS,MIN

=
HL

HLLS,MIN

≥ 0.5 (B.15)

HLLS,MIN corresponds to the liquid holdup in the slug only on the transition bound-
ary to annular flow, and is not valid fully developed slug flow, away from the trans-
ition boundary. The Green point in Figure B.6 represents the final transition bound-
ary given by

HL ≥ 0.24 or δ̃l ≥ 0.65 (B.16)

Figure B.6. Solution for liquid blockage of the core due to wave growth

In Figure B.6, combined criterion is shown, the minimum points (black) corres-
ponding to the instability criteria and the criteria of wave growth and pipe blockage
(green point) representing the existence of annular flow.

B.2 Gray correlation

The correlation is normally used to determine the pressure in a well at different depths
when producing gas and liquids. Pressure gradient is determined as the sum of the
pressure gradient originating from gravity, friction and acceleration Equation B.17 to
Equation B.17 respectively,

(
dp

dx

)
G

=
g

144gc
(αρg + (1− α)ρl) =

g

144gc
ρ (B.17)
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(
dp

dx

)
F

=
2fρNSv

2
m

144gcD
(B.18)

(
dp

dx

)
A

= ρNSvm
dvm
dx

(B.19)

Where α is the empirical in-situ volume fraction of gas, ρ is average density, ρNS is the
no-slip density.

The acceleration term is usually neglected during the calculation. In Gray correlation
liquid densities were taken to be independent of pressure and temperature. Another
important assumption is that there is no solution condensate in the gas, meaning that all
the condensate rate measured at the surface is constant. The in-situ volume fraction of
gas (α) is calculated using the following equation

α =

1− exp

−2.314

[
NV

(
1 +

205

NB

)]B
R + 1

(B.20)

Where: NV , NB, B and R are dimensionless parameters found from dimensionless analysis
and laboratory tests.

The correlation is untested by the author for:

1. Flow velocities > 50 ft/sec;

2. Tubing size > 3.5 inches nominal, tested only for tubing ID 1.049 - 2.992 in

3. Condensate ratios > 50 bbl/MMcf;

4. Water ratios > 5 bbl/MMcf;

Gravity force
To determine the gravity force, the in-situ volume faction of gas α should be calculated.
For this, four parameters were presented as mainly influence on the holdup in condensate
wells:

NV =
ρ2NSV

4
m

gσ(ρl − ρg)
(B.21)

NB =
gD2(ρl − ρg)

σ
(B.22)

R =
vsl
vsg

(B.23)

B = 0.0814

[
1− 0.0554ln

{
1 +

730R

R + 1

}]
(B.24)
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In determining the above parameters the surface tension is required, approximation
where then developed.Turner et al. (1969)

σc = 0.044− 1.3× 10−4(T − 460)

(
pd − p

pd − 2120

)2.5

(B.25)

σw = (2.115− 0.119lnp)
[
0.174− 2.09× 10−4(t− 460)

]
(B.26)

σm =
qcσc + 0.617qwσw
qc + 0.617qw

(B.27)

Frictional force

The Gray correlation assumes that the effective roughness of the pipe (r) is dependent
on the value of R. The conditions are as follow:

r =


r′ = 28.5

τ

ρmV 2
m

R ≥ 0.007

rg +R
r′ − rg
0.007

R < 0.007

The effective roughness must be larger than or equal to 2.77 ×10−5, where rg is the
dry hydraulic tubing roughness and Reynold’s number is assumed to be 107. (Oudeman,
2007; Turner et al., 1969)

Note: The original publication contains a misprint (0.0007 instead of 0.007). Also, the
surface tension is given in units of lbf/s

2.

The friction factor can be determined using standing correlation. The no-slip density
is then determined:

ρNS = ρlCl + (1− Cl)ρg (B.28)

Cl =
vsl

vsl + vsg
(B.29)
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B.3 New model proposed

In Section 2.2.2 was mentioned that Paz (1994) performed experimental investigation
on two-phase annular flow on the effect of inclination angle on the liquid film thickness
distribution the circumferential of the pipe. Figures B.7 to Figure B.11 show the fitting
of the Paz (1994) measured data on the estimation of liquid area.

Figure B.7. Fitting Paz (1994) data (vsl=0.012 m/s and vsg=18.29 m/s)

Figure B.8. Fitting Paz (1994) data (vsl=0.024 m/s and vsg=18.29 m/s)
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Figure B.9. Fitting Paz (1994) data (vsl=0.031 m/s and vsg=18.29 m/s)

Figure B.10. Fitting Paz (1994) data (vsl=0.046 m/s and vsg=18.29 m/s)

Figure B.11. Fitting Paz (1994) data (vsl=0.061 m/s and vsg=18.29 m/s)

127



B.4 Results

The models described on Section 2.2 were implemented using Matlab R2018a and run for
the acquired data sets given in the measured results (Section 3.6). For each test case,
the models were run to compute the annular-intermittent flow transition and critical gas
velocity on the liquid loading onset.

Computations were further treated statistically. Experimental and calculated data
were compared point by point. For each data point, an absolute error was determined
according to:

errabs,X =

∣∣∣∣Xcalc −Xmeas

Xmeas

∣∣∣∣ (B.30)

where X stands for a physical variable critical gas velocity, Xcalc is the model prediction
value and Xmeas is the experimental (measured) value.

Then a relative percent error was determined by

errrel,X =
100

n

n∑
1

errabs,i (B.31)

n is the number of data points in the data set considered.

B.4.1 Summary of the relative error presented in Section 4.2
and 4.3

Table B.1. Relative error summary for air-water system presented in Figure 4.5

Pipe inclination
Model 20◦ 30◦ 45◦ 60◦ 70◦ 78◦

Barnea (1986) 11.66 22.49 10.25 10.43 17.69 23.79
Luo et al. (2014) 75.32 38.98 62.10 75.86 63.66 50.30
Shekhar et al. (2017) 42.54 11.11 20.88 23.13 21.40 15.42
Turner et al. (1969) 16.08 27.02 26.86 26.47 22.26 20.97
Belfroid et al. (2008) 11.28 25.32 18.51 17.89 16.80 20.88
OLGA 22.81 16.48 22.80 36.02 84.51 113.87

Table B.2. Relative error summary for air-Exxsol D80 system presented in Figure 4.8

Pipe inclination
Model 30◦ 45◦ 60◦

Barnea (1986) 24.98 16.00 19.86
Luo et al. (2014) 37.90 45.93 87.54
Shekhar et al. (2017) 8.09 8.77 31.24
Turner et al. (1969) 38.70 45.53 34.23
Belfroid et al. (2008) 37.28 39.31 26.56
OLGA 16.88 35.51 42.44
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Table B.3. Relative error summary for air-water system presented in Figure 4.13

Pipe inclination
Model 20◦ 30◦ 45◦ 60◦ 70◦ 78◦

Barnea (1986) 10.26 21.21 8.26 6.88 15.04 20.71
Luo et al. (2014) 72.00 35.57 55.28 66.31 57.95 47.04
Shekhar et al. (2017) 39.69 7.64 17.79 19.67 18.92 10.56

Table B.4. Relative error summary for air-Exxsol D80 system presented in Figure 4.14

Pipe inclination
Model 30◦ 45◦ 60◦

Barnea (1986) 22.91 18.77 18.25
Luo et al. (2014) 34.28 34.46 71.60
Shekhar et al. (2017) 5.67 3.47 23.72
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Appendix C

Measured experimental data

In this appendix the acquired experimental data is presented, as well as the differen-
tial pressure transmitter signal showing their behaviour when different flow pattern was
present in the test section.

C.1 Differential pressure transmitter and capacitance

probes signal

In this section, differential pressure transmitter and capacitance probes signal for a given
gas and liquid velocity and pipe inclination will be presented aiming to show how the
pressure gradient behaviour changes according to the flow pattern.

Figure C.1. Differential pressure transmitter and capacitance probes signal for vsl=1 m/s,
vsg=0.57 m/s, θ = 60◦, showing Cap-bubble flow
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Figure C.2. Differential pressure transmitter and capacitance probes signal for vsl=0.6 m/s,
vsg=0.58 m/s, θ = 20◦, showing Elongated-bubble flow

Figure C.3. Differential pressure transmitter and capacitance probes signal for vsl=0.6 m/s,
vsg=1.07 m/s, θ = 20◦, showing Slug flow
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Figure C.4. Differential pressure transmitter and capacitance probes signal for vsl=0.6 m/s,
vsg=17.72 m/s, θ = 20◦, showing Stratified-Wavy flow

Figure C.5. Differential pressure transmitter and capacitance probes signal for vsl=0.6 m/s,
vsg=31.68 m/s, θ = 20◦, showing Annular flow
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Figure C.6. Differential pressure transmitter and capacitance probes signal for vsl=0.6 m/s,
vsg=12.22 m/s, θ = 70◦, showing Churn flow

C.2 Tabulated measured data

This appendix contains the following tabulated data:

• Inclination angle measured from horizontal;

• Superficial velocity of gas and liquid

• Temperature under which the experiment were performed;

• Measured pressure measure during experiment;

• Estimated liquid holdup;

• Identified flow regime.

The data were measured for air-water, air-Exxsol D80 and air-Mixed oil two-phase flow
system.

In addition the appendix show the behaviour of the pressure gradient changes with
inclinations and flow regime present in the test section.
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qsfttvsf! hsbejfou-! mjrvje! ipmevq! boe! tmvh! dibsbdufsjtujdt! jo! hbt.mjrvje! gmpx! gps! bmm!
jodmjobujpo!bohmf!)�;1! -!gspn!ipsj{poubm*/!Vif!wbmjebujpo!pg!uif!npefm!xfsf!qsftfoufe!cz!
\iboh! fu! bm/! )3114c*! xfsf! fyufotjwf! fyqfsjnfoubm! ebub! bdrvjsfe! xjui! ejggfsfou! qjqf!
hfpnfusz!boe!gmvje!qspqfsujft!xfsf!vtfe/!Ipldbm!fu!bm/!)3119*!fyqfsjnfoubmmz!tuvejfe!!uif!
fggfdu!pg!ijhi!wjtdptjuz!mjrvje!po!uif!gmpx!qbuufso!gps!pjm.hbt!gmpx!jo!ipsj{poubm!qjqf!boe!
mbufs!po!Lfzbdiboesb!fu!bm/!)3123*!fyufoefe!uif!tuvez!vtjoh!tmjhiumz!jodmjofe!qjqf!)�!3! -!*/!
Vifz! sfqpsufe! gmpx! qbuufso! boe! qsfttvsf! espq-! uif! sftvmut! xfsf! uifo! vtfe! up! fwbmvbuf!
ejggfsfou! gmpx!qbuufso!nbqt-!npefm! boe! uxp.qibtf! gmpx!dpssfmbujpo/!Vifsf! jt!wbsjfuz!pg!
nfbtvsjoh! ufdiojrvft! vtfe! jo! uxp.qibtf! pg!xijdi! pomz! gfx! bsf! vtfe! ejsfdumz! gps! gmpx!
qbuufso! bt! wpje! gsbdujpo! gmvduvbujpo! nfbtvsfnfout-! qsfttvsf! hsbejfou! ptdjmmbujpot! boe!
dpoevdufe0dbqbdjubodf!qspcf!ufdiojrvft!)Dbsofb!fu!bm/-!2;91b*/!
!
Hspn! uif! mjufsbuvsf! tvswfz! po! uxp.qibtf! hbt.mjrvje! gmpx! jo! jodmjofe! qjqft-! ju! dbo! cf!
dpodmvefe! uibu! nptu! pg! uif! fyqfsjnfou! ebub! bwbjmbcmf! gps! dpnqbsjoh! xjui! fyjtujoh!
dpssfmbujpot!dpnf!gspn!bjs.xbufs!tpmvujpo!bt!uftu!gmvjet/!Opsfpwfs-!uif!ebub!xjui!wjtdpvt!
mjrvje!qibtf!boe!jodmjofe!qjqf!jt!mjnjufe/!Vif!gjstu!pckfdujwf!pg!uijt!tuvez!xbt! up!pcubjo!
sfmjbcmf!ebub!gps!uif!gmpx!qbuufso!jefoujgjdbujpo!ibwjoh!hbt!boe!wjtdpvt!mjrvje!tztufn!gps!
jodmjobujpo.bohmf!sbohf!pg!21! -!"!*!#!89! -!gspn!ipsj{poubm/!Pfyu-!uif!qfsgpsnbodf!pg!gmpx!
qbuufso! vtjoh! Dbsofb! )2;98*! npefm! boe! Ovmujqibtf! gmpx! tjnvmbups! cz! URV.Ispvq!
)QNIC�8/4.ifsfbgufs! sfgfssfe! up!bt!QNIC*! jt!fwbmvbufe!vtjoh!uif!ebub!bdrvjsfe! jo! uif!
fyqfsjnfoubm! qbsu! pg! uif! tuvez/! Dbsofb! )2;98*! npefm! xbt! tfmfdufe! up! fwbmvbuf! jg! uif!
npefm!jt!bqqmjdbcmf!gps!npsf!wjtdpvt!gmvje!tjodf!ju!xbt!efwfmpqfe!cbtfe!po!fyqfsjnfoubm!
ebub!gps!bjs.xbufs!gmpx!tztufn/!
!
!
0,! ATLANEIAJP=H!OAP!QL!=J@!LNK?A@QNA!

!
0,/! P\jk!O\Zk`fe!
Gyqfsjnfout! xfsf! dbssjfe! pvu! bu! uif! Ovmujqibtf! Hmpx! Nbcpsbupsz! bu! PVPW-! xijdi!
dpotjtut! pg! tfwfsbm! gmfyjcmf! uftu! tfdujpot! vtfe! gps! ejwfstf! qspqptfe/! Vif! gbdjmjuz! vtfe!
dpnqsjtfe! pg! b! 7.n! mpoh-! 71.nn! KF! usbotqbsfou! bdszmjd! qjqf! gps! cfuufs! wjtvbmjtbujpo/!
Kodmjobujpo!bohmft!dbo!cf!dibohfe!gspn!21! -!up!89! -!gspn!ipsj{poubm/!Vifsf!xfsf!mjnjubujpot!
po! uif! wbsjbujpo! pg! jodmjobujpo! sbohf! evf! up! tbgfuz! jttvft! evsjoh! uif! fyqfsjnfout/! Vif!
jodmjofe!tfuvq!ibt!uxp!qpttjcmf!njyuvsf!tfdujpot/! !Qof!jt!mpdbufe!cfgpsf!uif!uftu!tfdujpo!
xifsf! hbt! boe! mjrvje! gmpx! tjnvmubofpvtmz! uispvhi! b! gmfyjcmf! qjqf! boe! uif! puifs!xifsf!
fbdi!gmvje!jt!njyfe!bu!uif!uftu!tfdujpo!jomfu!tfqbsbufmz/!Vif!tfdpoe!njyuvsf!tfdujpo!xfsf!
qsfgfssfe!jo!qsftfou! jowftujhbujpo!up!qsfwfou! jotubcjmjujft!qsjps! up! uif! uftu!tfdujpo-!xijdi!
dbo!cf!dbvtfe!jg!uif!njyjoh!pddvst!tfwfsbm!nfufst!cfgpsf!uif!uftu!tfdujpo/!Vif!uxp.qibtf!
gmpx!qspqbhbuft!uispvhi!uif!uftu!tfdujpo!up!b!tfqbsbups!bu!uif!upq!pg!uif!qjqf!xifsf!uif!bjs!
jt! wfoufe! up! uif! bunptqifsf! boe! uif! mjrvje! esbjofe! up! b! nbjo! tupsbhf! tfqbsbups/! Vif!
tdifnbujd!pg!uif!gbdjmjuz!jt!hjwfo!jo!Hjh/!2,!
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!
B`^,!/!OZ_\dXk`Z!f]!k_\!k\jk!]XZ`c`kp!

!

0,0! Bcl`[!jpjk\d!
Gyqfsjnfout!xfsf!dbssjfe!pvu!vtjoh!dpnqsfttfe!bjs!bt!hbt!qibtf!boe!pjm!bt!mjrvje!qibtf/!
Cjs!jt!tvqqmjfe!bu!8!cbs!cz!uif!qsfttvsj{fe!bjs!ofuxpsl!pg!uif!vojwfstjuz!boe!sfevdfe!up!
pqfsbujpobm!qsfttvsf!pg!5!cbs/!Qjm!jt!tvqqmjfe!uispvhi!bo!pjm!mjof!cz!dfousjgvhbm!qvnq!boe!
jt!tupsbhf!xjui!xbufs!tfqbsbufe!cz!hsbwjuz!jo!uif!nbjo!tfqbsbups!mpdbufe!jo!uif!cbtfnfou/!
Hmvje!gmpx!sbuf!xfsf!nfbtvsfe!cz!nfbo!pg!Epsjpmjt!nfufs/!Vif!qspqfsujft!pg!uif!gmvjet!bu!
31!-!E!boe!2!bun!bsf!hjwfo!jo!Vbcmf!2/!
!

PXYc\!/,!Bcl`[!gifg\ik`\j!!

L_pj`ZXc!gifg\ikp! =`i! K`c!

Ffotjuz-!lh/n.4 2/33! 951!
Xjtdptjuz-!dR! 1/129 36!

!

0,1! Li\jjli\!^iX[`\ek!!
Rsfttvsf!hsbejfou!jt!dbmdvmbufe!gspn!uif!nfbtvsf!qsfttvsf!pg!uxp!qsfttvsf!dfmmt!boe!uxp!
bctpmvuf!qsfttvsf!uibu!xfsf!dpoofdufe!bmpoh!uif!uftu!tfdujpo/!!
!

0,2! Aog\i`d\ekXc!k\jk!dXki`o!
Vif!gmpx!qbuufso!jo!uxp.qibtf!gmpx!tztufn!efqfoet!po!uif!hfpnfusz-!qiztjdbm!qspqfsujft!
boe! tvqfsgjdjbm! wfmpdjujft! pg! uif! gmvjet/!Gggfdu! pg! jodmjobujpo!bohmf! po! uif! gmpx!qbuufsot!
xbt!uif!joufsftu!po!uijt!tuvez/!Hps!fwfsz!jodmjobujpo!21! --!26! --!31! --!36! --!41! --!56! --!71! --!81! -!
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boe!89! -!)gspn!ipsj{poubm*-!ejggfsfou!dpncjobujpo!pg!tvqfsgjdjbm!mjrvje!boe!hbt!wfmpdjuz!)wtm!
boe!wth*!wbsjfe!gspn!1/2!n0t!up!2/3!n0t!boe!1/15!n0t!up!21!n0t-!sftqfdujwfmz!xfsf!vtfe/!
Vif! mjnjut! pg! wtm!xfsf!evf! up! uif! bddvsbdz!pg! uif! gmpx!nfufs! boe! uif! dfousjgvhbm! qvnq!
pqfsbujpo! mjnjut/! Ko! uif!dbtf!pg!bjs-! uif! mpxfs! mjnju!xbt!evf! up! bddvsbdz!pg! gmpx!nfufs-!
xijmf!uif!ijhifs!xbt!tfu!bgufs!gfx!fyqfsjnfout!up!wfsjgz!bu!xijdi!wfmpdjuz!boovmbs!gmpx!
xbt!jefoujgjfe/!!
!
0,3! Bcfn!i\^`d\!m`jlXc`jXk`fe!Xe[!Z_XiXZk\i`jXk`fe!
Hmpx! sfhjnft! xfsf! jefoujgjfe! cz! wjtvbm! jotqfdujpo-! qjduvsft! boe! wjefp! xfsf! sfdpsefe!
vtjoh-!uisff!tzodispojtfe!dbnfsbt!jotubmmfe!jo!uif!uftu!tfdujpo/!Vif!dbnfsb!xbt!b!Dbtmfs!
bdC751!xjui!uif!nbyjnvn!sftpmvujpo!pg!76;y5;5!qjyfmt!jo!cmbdl!boe!xijuf/!Vif!wjefpt!
xfsf! sfdpsefe! bu! 231! gsbnft!qfs! tfdpoe! boe! tjnvmubofpvtmz! bdrvjsfe!vtjoh! b! qsphsbn!
xsjuufo! jo!NbcXKGY3124�! gps! uif! bdrvjtjujpo! tztufn/!Uusbujgjfe!xbwz! )UY*-! fmpohbufe!
cvccmf! )GD*-! dbq! cvccmf! )ED*-! tmvh! )UN*-! divso! )EJ*! boe! boovmbs! )CP*! gmpx! qbuufso!
xfsf!pctfswfe/!Fjtqfstfe!cvccmf!)FD*!gmpx!dpvme!opu!cf!pctfswfe!evf!up!mjnjubujpot!pg!
pjm!gmpx!sbuf!evsjoh!uif!fyqfsjnfout/!Gyqfsjnfoubmmz!uif!jefoujgjdbujpo!jg!fjuifs!uif!gmpx!
xbt! boovmbs-! divso! ps! tusbujgjfe!xbwz! cz! wjtvbm! jotqfdujpo!xbt! rvjuf! dibmmfohjoh-! uivt!
nbz!ibwf!mfe!up!b!qpps!gmpx!qbuufso!dibsbdufsjtbujpo/!Npoh!ujnf!po!uif!pctfswbujpot!xbt!
dpotjefsfe!boe!uif!nptu!epnjobou!gmpx!sfhjnf!pwfs!uif!ujnf!xbt!dmbttjgjfe!bt!uif!gjobm!
gmpx!sfhjnf/!
!
!

1,! NAOQHPO!=J@!@EO?QOOEKJ!
!
Ko! uijt!tfdujpo-!fyqfsjnfoubm! gmpx!qbuufso!pctfswbujpot!xfsf!dpnqbsfe!xjui!qsfejdujpot!
pg!Dbsofb!)2;98*!npefm!boe!tjnvmbujpot!sftvmut!gspn!QNIC!)Hjh/!3!up!Hjh/!21*/!Rsfttvsf!
hsbejfou!xfsf!pomz!dpnqbsfe!xjui!QNIC!sftvmut-!tjodf!uif!vojgjfe!npefm!jt!cbtjdbmmz!b!
tfu! pg! frvbujpot! boe! dsjufsjb! tpmwfe! gps! tvqfsgjdjbm! wfmpdjujft-! wpje! gsbdujpo! boe! qjqf!
hfpnfusz!ibwjoh!op!sfmbujpo!xjui!qsfttvsf!espq/!
!

1,/! Bcfn!gXkk\ie!ZfdgXi`jfe!
Dbsofb!)2;98*!efwfmpqfe!b!npefm!xjui!uif!qvsqptf!pg!qsfejdujoh!gmpx!qbuufso!usbotjujpo!
cpvoebsjft! gps! uif! xipmf! sbohf! pg! qjqf! jodmjobujpo! uispvhi! pqfsbujwf! frvbujpot! boe!
ejnfotjpomftt!nbqt-!uibu! jodpsqpsbuf!uif!fggfdu!pg!gmpx!sbuft-! gmvje!qspqfsujft-!qjqf!tj{f!
boe!qjqf!jodmjobujpo/!Ko!Dbsofb!fu!bm/!)2;96*!uif!dmbttjgjdbujpo!pg!uxp.qibtf!xfsf!efgjofe!
joup!gpvs!nbjo!sfhjpot<!tusbujgjfe!uibu!xbt!tvcejwjef!joup!ghfUh]Z]YX!gacch\!boe!ghfUh]Z]YX!

kUjm7! Koufsnjuufou! xjui! Y`cb[UhYX(! g`i[! boe! W\ifb! Z`ck=! boovmbs! xjui! Ubbi`Uf! boe!
Ubbi`Uf!kUjm!boe!ejtqfstfe!cvccmf!sfhjpo/!!
!
Dftjeft! uif! gmpx! qbuufso! usbotjujpo! qsfejdufe! uispvhi! uifpsfujdbm! npefm-! ezobnjd!
nvmujqibtf!gmpx!bt!QNIC!bsf!bmtp!vtfe!xjui!uif!tbnf!qspqptfe/!Dfoejltfo!fu!bm/!)2;;2*!
nfoujpofe!uibu!gmpx!sfhjnf!usbotjujpo!jefoujgjdbujpo!jo!QNIC-!jt!cbtjd!uxp!gmpx!sfhjnf!
dmbttft!ejtusjcvufe!boe!tfqbsbufe/!Vif!ejtusjcvufe!jt!xifsf!uif!dpousjcvujpo!pg!cvccmf!boe!
tmvh! gmpx! bsf! qsftfou-! xijmf! tfqbsbufe! jodmvejoh! tusbujgjfe! boe! boovmbs! gmpx/! Ko! upubm-!
QNIC! ejtujohvjti! cfuxffo! gpvs! gmpx! sfhjnft<! ghfUh]Z]YX-! ViVV`Y-! g`i[! boe! Ubbi`Uf/! Ku!
tipvme!cf!nfoujpofe!uibu!uif!tusbujgjfe!gmpx!jt!dmbttjgjfe!fjuifs!bt!tnppui!pg!xbwz/!
!
Hps!bmm!uif!jodmjobujpo!tusbujgjfe!tnppui!qbuufso!xfsf!opu!fyqfsjnfoubmmz!pctfswfe!ofjuifs!
qsfejdufe!uispvhi!vojgjfe!npefm!ops!QNIC!tjnvmbujpo/!Ko!Dbsofb!fu!bm/!)2;96*!uijt!gmpx!
qbuufso!dpvme!cf!pctfswfe!pomz!gps!jodmjobujpo!bohmft!mftt!uibo!1/36! -/!Fjtqfstfe!gmpx!xbt!
opu! bdijfwfe! jo! uif! fyqfsjnfout! evf! up! mjnjubujpo! po! uif! mjrvje! gmpx! sbuf-! xijdi! xbt!
dpogjsnfe! xjui! uif! uifpsfujdbm! usbotjujpo! mjof! )FD.UN*! mpdbufe! bcpwf! uif! nbyjnvn!
tvqfsgjdjbm!wfmpdjuz!pg!uif!mjrvje!vtfe!jo!uif!fyqfsjnfout/!
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B`^,!0!Bcfn!gXkk\ie!dXg!/.&!!lgnXi[*!4!Zd!g`g\8!$!>Xie\X!&/765'!df[\c9!+++!KHC=!

j`dlcXk`fe!
!
Hjh/!6!.!Hjh/!21!tusbujgjfe!xbwz!gmpx!xbt!opu!jefoujgjfe/!Jpxfwfs-!b!usbotjujpo!cpvoebsz!
gps!UY!qsfejdufe!gspn!Dbsofb!)2;98*!xbt!fyqfdufe!up!bqqfbs!bu!jodmjobujpo!bohmft!cfmpx!
31! --!xijdi!dpvme!opu!cf!pctfswfe!evf! up! uif! mpxfs! mjrvje! gmpx!sbuft!vtfe! jo! uif!npefm!
dpnqbsfe!xjui!uif!fyqfsjnfout/!Qo!uif!puifs!iboe-!uif!usbotjujpo!cpvoebsz!gspn!tmvh!up!
tusbujgjfe! xbwz! )UN.UY*! qsfejdufe! jo! QNIC! xbt! jefoujgjfe! jo!nptu! pg! uif! jodmjobujpo!
fydfqu! jo!Hjh/!9! up!Hjh/! 21/!Gyqfsjnfoubmmz!fmpohbufe!cvccmf! gmpx! sfhjpo! sfevdft!xjui!
jodsfbtjoh! jodmjobujpo!bohmf!boe!dbq!cvccmf!bqqfbst! gps! jodmjobujpot!bcpwf!41! -/!Ujnjmbs!
dpoejujpo! bt! pctfswfe! jo! Dbsofb! fu! bm/! )2;96*! boe! Dbsofb! )2;98*! xifsf! uif! fmpohbufe!
cvccmf!ejtbqqfbsfe!bu!bohmft!bcpwf!41! -!gps!vqxbse!jodmjofe!qjqf!!boe!ejtqfstfe!cvccmf!
gmpx!ublf!qmbdf/!Fvf!up!uif!hbt!qibtf!jomfu!mpdbujpo!po!uif!uftu!tfdujpo-!dbq!cvccmf!qbuufso!
xbt!jefoujgjfe!jotufbe!pg!ejtqfstfe!cvccmf/!Epotjefsjoh!uibu-!tnbmm!cvccmft!pg!bjs!jokfdufe!
jo!uif!tztufn!xfsf!gmpxjoh!po!uif!upq!pg!uif!qjqf!tfdujpo!dsfbujoh!b!dbq!cvccmf!gmpx/!
!!
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!

B`^,!1!Bcfn!gXkk\ie!dXg!/3&!!lgnXi[*!4!Zd!g`g\8!$!>Xie\X!&/765'!df[\c9!+++!KHC=!

j`dlcXk`fe!
!
Dvccmf.tmvh! usbotjujpo! dvswf! )DH.UN*! qsfejdufe! gspn! uif! npefm! sfqsftfoufe! cfuufs! uif!
fyqfsjnfoubm!ebub!gps!jodmjobujpot!bohmft!bcpwf!71! -/!Vif!dsjufsjb!tfu!cz!uif!vojgjfe!npefm!
vtfe!jo!uijt!usbotjujpo!xfsf!opu!nfu!gps!jodmjobujpo!bohmft!21! -!boe!26! -/!Ko!QNIC-!cvccmf.
tmvh!usbotjujpo!dvswf!npwft!up!uif!sjhiu!epxo!xifo!uif!jodmjobujpo!bohmf!jodsfbtf-!ifodf!
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uif!fyqfsjnfoubm!cvccmf!gmpx!sfhjpo!jo!cfuufs!sfqsftfoufe!gps!jodmjobujpo!bcpwf!41! -/!Vijt!
dpodmvtjpo! xbt! cbtfe! po! uif! gbdu! uibu-! dbq! cvccmf! boe! fmpohbufe! cvccmf! fyjtut! jo! uif!
cvccmf!gmpx!sfhjpo/!Eivso!gmpx!!jo!uif!fyqfsjnfoubm!ebub!ibt!b!tjnjmbs!cfibwjpvs!bt!uif!
pof!wfsjgjfe!cz!Dbsofb!fu!bm/!)2;96*!xifsf!uif!gjstu!bqqfbsbodf!pg!uijt!qbuufso!pddvssfe!bu!
81! -!!jodmjobujpo!)Hjh/!;*/!Ko!Dbsofb!fu!bm/!)2;96*!uif!sbohf!pg!wtm!bu!xijdi!uif!divso!gmpx!
bqqfbsfe!jodsfbtf!xjui!uif!qjqf!ejbnfufs-!uivt!ju!xbt!qpttjcmf!up!pctfswf!uijt!qbuufso!gps!
uif!wfmpdjujft!vtfe!jo!uif!fyqfsjnfou/!!
!
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6;'E?

6;'E?

5VV]TJZ

ET]P
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!

B`^,!2!Bcfn!gXkk\ie!dXg!0.&!!lgnXi[*!4!Zd!g`g\8!$!>Xie\X!&/765'!df[\c9!+++!KHC=!

j`dlcXk`fe!
!
Umvh.boovmbs! usbotjujpo! dvswf! )UN.CP*! jo! cpui! uifpsfujdbm! boe! tjnvmbujpot! qsfejdujpot!
pddvssfe!bu!ijhifs!hbt!gmpx!sbuft!dpnqbsfe!xjui!uif!fyqfsjnfout/!Ko!QNIC-!boovmbs!gmpx!
usbotjujpot! gps! 21! -! jodmjobujpo!xfsf! pctfswfe! gps! wth! bspvoe! 311!n0t/! Vif! sfrvjsfe! hbt!
gmpx!sbuf!gps!boovmbs!gmpx!up!cf!tffo-!efdsfbtft!bt!uif!bohmf!jodsfbtft!bspvoe!61!n0t!gps!
81!-!jodmjobujpo/!Vivt-!op!UN.CP!usbotjujpo!xbt!pctfswfe!gps!jodmjobujpo!bohmf!cfmpx!71!-/!
!Ku!tipvme!cf!nfoujpofe!uibu!ejggfsfou!obnjoh!cfuxffo!boovmbs!xbwz!boe!tusbujgjfe!xbwz-!
uif! tusbujgjfe.boovmbs! usbotjujpo! xbt! opu! dmfbs-! xijdi! nfbo! uibu! fyqfsjnfoubmmz! gmpx!
qbuufso!dpvme!cf!njtjoufsqsfufe/!!
!!

*(*+

*(+

+

+*

*(*+ *(+ + +* +**

H
E
?&
!U

)[

HE< &!U)[

,/'MNP!

E?'5A

E?'EI

86'E?

6;'E?

6;'E?

5VV]TJZ

ET]P

96

!

B`^,!3!Bcfn!gXkk\ie!dXg!03&!!lgnXi[*!4!Zd!g`g\8!$!>Xie\X!&/765'!df[\c9!+++!KHC=!

j`dlcXk`fe!

89 «!DJT!Itqwr!3129!Ownvkrjcug!22



*(*+

*(+

+

+*

*(*+ *(+ + +* +**

H
E
?&
!U

)[

HE< &!U)[

-*'MNP!

E?'5A

E?'EI

86'E?

6;'E?

6;'E?

5VV]TJZ

ET]P

96

!

B`^,!4!Bcfn!gXkk\ie!dXg!1.&!!lgnXi[*!4!Zd!g`g\8!$!>Xie\X!&/765'!df[\c9!+++!KHC=!

j`dlcXk`fe!

!

*(*+

*(+

+

+*

*(*+ *(+ + +* +**

H
E
?&
!U

)[

HE< &!U)[

./'MNP!

E?'5A

E?'EI

86'E?

6;'E?

6;'E?

5VV]TJZ

ET]P

76

!

B`^,!5!Bcfn!gXkk\ie!dXg!23&!!!lgnXi[*!4!Zd!g`g\8!$!>Xie\X!&/765'!df[\c9!+++!KHC=!

j`dlcXk`fe!

!

*(*+

*(+

+

+*

*(*+ *(+ + +* +**

H
E
?&
!U

)[

HE< &!U)[

0*'MNP!

E?'5A

E?'5A

86'E?

6;'E?

6;'E?

5VV]TJZ

ET]P

76

!

B`^,!6!Bcfn!gXkk\ie!dXg!4.&!!lgnXi[*!4!Zd!g`g\8!$!>Xie\X!&/765'!df[\c9!+++!KHC=!

j`dlcXk`fe!

«!DJT!Itqwr!3129!Ownvkrjcug!22 8;



*(*+

*(+

+

+*

*(*+ *(+ + +* +**

H
E
?&
!U

)[

HE< &!U)[

1*'MNP!

E?'5A

E?'5A

86'E?

6;'E?

6;'E?

5VV]TJZ

ET]P

76

7=

!

B`^,!7!Bcfn!gXkk\ie!dXg!5.&!!lgnXi[*!4!Zd!g`g\8!$!>Xie\X!&/765'!df[\c9!+++!KHC=!

j`dlcXk`fe!

!

*(*+

*(+

+

+*

*(*+ *(+ + +* +**

H
E
?&
!U

)[

HE< &!U)[

12'MNP!

E?'5A

E?'5A

86'E?

6;'EI

6;'E?

5VV]TJZ

ET]P

76

7=

!

B`^,!/.!Bcfn!gXkk\ie!dXg!56&!!lgnXi[*!4!Zd!g`g\8!$!>Xie\X!&/765'!df[\c9!+++!KHC=!
j`dlcXk`fe!

!
1,0! Li\jjli\!^iX[`\ek!Xe[!c`hl`[!_fc[lg!
Vijt! tfdujpo! qsftfout! uif! qsfttvsf! espq! gspn! fyqfsjnfoubm! sftvmut! dpnqbsfe! up! QNIC!
tjnvmbujpot! sftvmut/! Rsfttvsf! espq! jo! uxp.qibtf! jt! npsf! dpnqmjdbufe! boe! ejggjdvmu! up!
qsfejdu!dpnqbsfe!up!tjohmf!qibtf/!Dfhht!boe!Dsjmm!)2;84*!efwfmpqfe!boe!frvbujpo!gps!uif!
qsfttvsf!espq!xifo!hbt-!mjrvje!ps!cpui!bsf!gmpxjoh!jo!b!qjqf/!Vifz!bmtp!nfoujpofe!uibu!jo!
ejsfdujpobm!xfmmt!qsfttvsf!bsf!vtvbmmz!efufsnjofe!gspn!wfsujdbm!gmpx!dpssfmbujpot/!!
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Ko!Hjh/!22!up!Hjh/!26!upubm!qsfttvsf!espq!wfstvt!tvqfsgjdjbm!hbt!wfmpdjujft!hjwfo!b!dpotubou!
tvqfsgjdjbm! mjrvje! wfmpdjuz! gps! ejggfsfou! jodmjobujpo! bsf! tipxo/!Qwfsbmm-! ju!xbt! pctfswfe!
uibu!uif!qsfttvsf!espq!sftqpotf!dibohfe!xjui!uif!gmpx!qbuufso!qsftfou!jo!uif!uftu!tfdujpo!
boe! uif! jodmjobujpo! bohmft/! Gyqfsjnfoubmmz-! uxp! ejggfsfoujbm! qsfttvsf! usbotevdfst! xfsf!
vtfe! up!nfbtvsf! uif!qsfttvsf!espq! jo! uif! uftu! tfdujpo/!Vif!pvuqvu!qsfttvsf!tjhobm! )gspn!
NbcXKGY�*!xbt! uifo!qspdfttfe! boe!dpssfdufe! gps! opo.{fsp!wbmvf!bu! {fsp! gmpx-! evsjoh!
dbmjcsbujpo/!!
!

91 «!DJT!Itqwr!3129!Ownvkrjcug!22



(20++

(10++

(00++

(/0++

(.0++

(-0++

(,0++

+ , - . / 0 1 2 3 4

C
ZN

[[
]
ZN

!M
ZW

X
&!C

J
)U

HE< &!U)[

+*'MNP

!

B`^,!//!Li\jjli\![ifg!/.&!!lgnXi[*!Qjc!;!/d-j8!$!\og\i`d\ekXc![XkX9!+++!KHC=!

j`dlcXk`fe!

!
Qo!Hjh/!22! up!Hjh/!26! ju!xbt! pctfswfe! uibu! uif! upubm!qsfttvsf!espq! sfbdife!b!njojnvn!
qpjou!gps!mpxfs!hbt!gmpx!sbuft!boe!b!gvsuifs!jodsfbtf!jo!hbt!gmpx!sbuft!sftvmufe!jo!mbshfs!
qsfttvsf!espq!gps!bmm!jodmjobujpot/!Ko!uif!bsfb!pg!ijhi!hbt!gmpx!sbuft-!uif!gsjdujpobm!mpttft!
bsf! npsf! epnjobou/!Cmuipvhi! QNIC! boe! fyqfsjnfout! ebub! tipx! uif! tbnf! usfoet-! uif!
mjoft!gps! upubm!qsfttvsf!hsbejfout!efwjbuft!b! mpu-!ftqfdjbmmz!gps!ijhi!hbt!gmpx!sbuft!xifo!
uif!jodmjobujpo!bohmf!jodsfbtft/!

!

(20++

(10++

(00++

(/0++

(.0++

(-0++

(,0++

+ , - . / 0 1 2 3 4 ,+

C
ZN

[[
]
ZN

!M
ZW

X
&!C

J
)U

HE< &!U)[

,/'MNP

!

B`^,!/0!Li\jjli\![ifg!03&!!lgnXi[*!Qjc!;!/d-j8!$!\og\i`d\ekXc![XkX9!+++!KHC=!

j`dlcXk`fe!

!

«!DJT!Itqwr!3129!Ownvkrjcug!22 92



(20++

(10++

(00++

(/0++

(.0++

(-0++

(,0++

+ , - . / 0 1 2 3 4 ,+

C
ZN

[[
]
ZN

!M
ZW

X
&!C

J
)U

HE< &!U)[

-*'MNP

!

B`^,!/1!Li\jjli\![ifg!1.&!!lgnXi[*!Qjc!;!/d-j8!$!\og\i`d\ekXc![XkX9!+++!KHC=!

j`dlcXk`fe!

!

(20++

(10++

(00++

(/0++

(.0++

(-0++

(,0++

+ , - . / 0 1 2 3 4 ,+

C
ZN

[[
]
ZN

!M
ZW

X
&!C

J
)U

HE< &!U)[

./'MNP

!

B`^,!/2!Li\jjli\![ifg!23&!!lgnXi[*!Qjc!;!/d-j8!$!\og\i`d\ekXc![XkX9!+++!KHC=!

j`dlcXk`fe!

!

(20++

(10++

(00++

(/0++

(.0++

(-0++

(,0++

+ , - . / 0 1 2 3 4 ,+

C
ZN

[[
]
ZN

!M
ZW

X
&!C

J
)U

HE< &!U)[

0*'MNP

!

B`^,!/3!Li\jjli\![ifg!4.&!!lgnXi[*!Qjc!;!/d-j8!$!\og\i`d\ekXc![XkX9!+++!KHC=!

j`dlcXk`fe!

93 «!DJT!Itqwr!3129!Ownvkrjcug!22



2,! OQII=NU!=J@!?KJ?HQOEKJ!
!
Gyqfsjnfoubm!sftvmut!xfsf!dpmmfdufe!gps!uxp.qibtf!gmpx!bjs.pjm!tztufn!71!nn!KF!vqxbse!
jodmjofe! qjqf! boe! gmpx! qbuufsot! xfsf! jefoujgjfe/! Gyqfsjnfoubm! gmpx! qbuufso! xfsf! uifo!
dpnqbsfe!xjui! gmpx!qbuufso!qsfejdufe!vtjoh!Dbsofb! )2;98*!npefm! boe!nvmujqibtf! gmpx!
tjnvmbups/!Gyqfsjnfoubmmz-!uif!gmpx!sfhjnf!dpotjtufe!pg!tusbujgjfe!xbwz!bu!21! -!.!31! --!divso!
gmpx!bu!81! -!.89! --!xijmf!cvccmf!gmpx!)fmpohbufe!cvccmf!boe!dbq!cvccmf*-!tmvh!boe!boovmbs!
gmpx!xfsf!pctfswfe! gps! uif!foujsf! sbohf!pg! jodmjobujpo/!C!dpnqsfifotjwf!dpodmvtjpo!pg!
uif!fyqfsjnfoubm!tuvez!xbt!uibu!wbsjbujpo!po!uif!jodmjobujpo!bohmf!ibe!b!nbkps!fggfdu!po!
uif! gmpx! qbuufso/! Epnqbsjtpo! pg! fyqfsjnfoubm! gmpx! qbuufso! xjui! Dbsofb! )2;98*! npefm!
joejdbufe! uibu! uif! vojgjfe! npefm-! xijdi! xbt! pcubjo! cbtfe! po! uxp.qibtf! bjs.xbufs! up!
qsfejdu! gmpx! qbuufsot-! tipxt! b! hppe! bhsffnfou! xjui! uif! fyqfsjnfoubm! nfbtvsfnfout/!
Optu!pg!uif!gmpx!qbuufso!sfhjpot!efgjofe!cz!Dbsofb!fu!bm/!)2;91b*-!Dbsofb!fu!bm/!)2;91c*-!
Dbsofb!fu!bm/!)2;96*!boe!Dbsofb!)2;98*!xfsf!pctfswfe!bmtp!jo!pvs!tuvez/!!!
!
Ko! hfofsbm-! gmpx!qbuufso!qsfejdujpo! jo!QNIC!xbt!opu! jo! tvddfttgvm! bhsffnfou!xjui! uif!
nfbtvsfe!ebub/!QNIC!qbuufsot!xfsf!tvggjdjfou!tjnjmbs!gps!uif!tmvh!gmpx!bu!81! -!.89! --!cvu!
gbjmfe!po!uif!tmvh.boovmbs! usbotjujpo!gmpx!gps!uif!tbnf!jodmjobujpo/!Gyqfsjnfoubm!sftvmut!
gps! qsfttvsf! espq! xfsf! bmtp! dpnqbsfe! xjui! uif! tjnvmbujpo! sftvmut/! Ku! xbt! tipxo! upubm!
qsfttvsf! hsbejfou!nfbtvsfe! bhsffe! rvjuf!xfmm! po! uif! cfibwjpvs!xjui! uif! qsfejdujpot! jo!
QNIC!gps!uif!uftufe!jodmjobujpo!bohmft/!!!!
!
Hvuvsf!xpsl! jt! gpdvtjoh!po!fwbmvbujoh!Dbsofb! )2;98*!npefm!po! uxp.qibtf!gmpx!tztufn!
xjui!wjtdpvt!mjrvje!gps!wfsujdbm!boe!ipsj{poubm!hfpnfusjft/!!
!
!

NABANAJ?AO!
!
Dbsofb-!F/!2;97/!Vsbotjujpo!gspn!boovmbs!gmpx!boe!gspn!ejtqfstfe!cvccmf!gmpx�vojgjfe!

npefmt! gps! uif! xipmf! sbohf! pg! qjqf! jodmjobujpot/! CbhYfbUh]cbU`! ^cifbU`! cZ!

ai`h]d\UgY!Z`ck(!23*!844.855/!
Dbsofb-!F/!2;98/!C!vojgjfe!npefm! gps! qsfejdujoh! gmpx.qbuufso! usbotjujpot! gps! uif!xipmf!

sbohf!pg!qjqf!jodmjobujpot/!CbhYfbUh]cbU`!DcifbU`!cZ!Gi`h]d\UgY!@`ck(!24*!2.23/!
Dbsofb-!F/-!Uipibn-!Q/!'!Vbjufm-![/!2;91b/!Hmpx!qbuufso!dibsbdufsj{bujpo!jo!uxp!qibtf!

gmpx! cz! fmfdusjdbm! dpoevdubodf! qspcf/! CbhYfbUh]cbU`! DcifbU`! cZ! Gi`h]d\UgY!

@`ck(!7*!498.4;8/!
Dbsofb-! F/-! Uipibn-! Q/! '! Vbjufm-! [/! 2;93b/! Hmpx! qbuufso! usbotjujpo! gps! epxoxbse!

jodmjofe!uxp!qibtf!gmpx=!ipsj{poubm!up!wfsujdbm/!=\Ya]WU`!?b[]bYYf]b[!MW]YbWY(!
48*!846.851/!

Dbsofb-! F/-! Uipibn-! Q/! '! Vbjufm-! [/! 2;93c/! Hmpx! qbuufso! usbotjujpo! gps! wfsujdbm!
epxoxbse!uxp!qibtf!gmpx/!=\Ya]WU`!?b[]bYYf]b[!MW]YbWY(!48*!852.855/!

Dbsofb-!F/-!Uipibn-!Q/-!Vbjufm-![/!'!Fvlmfs-!C/!G/!2;91c/!Hmpx!qbuufso! usbotjujpo! gps!
hbt.mjrvje! gmpx! jo!ipsj{poubm! boe! jodmjofe!qjqft/!Epnqbsjtpo!pg!fyqfsjnfoubm!
ebub!xjui!uifpsz/!CbhYfbUh]cbU`!DcifbU`!cZ!Gi`h]d\UgY!@`ck(!7*!328.336/!

Dbsofb-!F/-!Uipibn-!Q/-! Vbjufm-![/!'!Fvlmfs-!C/!G/! 2;96/!Ibt.mjrvje! gmpx! jo! jodmjofe!
uvcft<!gmpx!qbuufso!usbotjujpot!gps!vqxbse!gmpx/!=\Ya]WU`!?b[]bYYf]b[!MW]YbWY(!
51*!242.247/!

Dfhht-!F/!J/!'!Dsjmm-!L/!R/!2;84/!C!tuvez!pg!uxp.qibtf!gmpx!jo!jodmjofe!qjqft/!DcifbU`!cZ!

JYhfc`Yia!hYW\bc`c[m(!36*!718.728/!
Dfoejltfo-!M/!J/-!Objoft-!F/-!Opf-!T/!'!Pvmboe-!U/!2;;2/!Vif!ezobnjd!uxp.gmvje!npefm!

QNIC<!Vifpsz!boe!bqqmjdbujpo/!MJ?!dfcXiWh]cb!Yb[]bYYf]b[(!7*!282.291/!
Ipldbm-!D/-!Yboh-!S/-!\iboh-!J/.S/!'!Ubsjdb-!E/!3119/!Gggfdut!pg!Jjhi!Qjm!Xjtdptjuz!po!

Qjm0Ibt!Hmpx!Dfibwjps!jo!Jpsj{poubm!Rjqft/!

«!DJT!Itqwr!3129!Ownvkrjcug!22 94



Ipvme-!V/!N/-!Vfl-!O/!T/!'!Mbu{-!F/!N/!2;85/!Vxp.qibtf!gmpx!uispvhi!wfsujdbm-!jodmjofe-!
ps!dvswfe!qjqf/!DcifbU`!cZ!JYhfc`Yia!NYW\bc`c[m(!37*!;26.;37/!

Lfzbdiboesb-!D/!E/-!Ubsjdb-!E/-!\iboh-!J/!'!Rfsfzsb-!G/!L/!Gggfdut!pg!Kodmjobujpo!po!Hmpx!
Eibsbdufsjtujdt! pg! Jjhi! Xjtdptjuz! Qjm0Ibt! Vxp! Ribtf! Hmpx/! ! URG! Coovbm!
Vfdiojdbm!Epogfsfodf!boe!Gyijcjujpo-!3123/!Updjfuz!pg!Rfuspmfvn!Gohjoffst/!

Odrvjmmbo-! M/! '! Yibmmfz-! R/! 2;96/! Hmpx! qbuufsot! jo! wfsujdbm! uxp.qibtf! gmpx/!
CbhYfbUh]cbU`!DcifbU`!cZ!Gi`h]d\UgY!@`ck(!22*!272.286/!

Vbjufm-! [/! '! Fvlmfs-! C/! 2;87/! C! npefm! gps! qsfejdujoh! gmpx! sfhjnf! usbotjujpot! jo!
ipsj{poubm!boe!ofbs!ipsj{poubm!hbt mjrvje!gmpx/!;C=\?!DcifbU`(!33*!58.66/!

\iboh-!J/-!Yboh-!S/-!Ubsjdb-!E/!'!Dsjmm-!L/!R/!3114b/!Wojgjfe!npefm!gps!hbt.mjrvje!qjqf!
gmpx! wjb! tmvh! ezobnjdt.qbsu! 2<! Opefm! efwfmpqnfou/! NfUbgUWh]cbg)UaYf]WUb!

gcW]Yhm!cZ!aYW\Ub]WU`!Yb[]bYYfg! ^cifbU`!cZ!YbYf[m!fYgcifWYg! hYW\bc`c[m(!236*!
377.384/!

\iboh-!J/-!Yboh-!S/-!Ubsjdb-!E/!'!Dsjmm-!L/!R/!3114c/!Wojgjfe!Opefm!gps!Ibt.Njrvje!Rjqf!
Hmpx! wjb! Umvh! Fzobnjdt�Rbsu! 3<! Opefm! Xbmjebujpo/! NfUbgUWh]cbg)UaYf]WUb!

gcW]Yhm! cZ!aYW\Ub]WU`! Yb[]bYYfg! ^cifbU`! cZ! YbYf[m! fYgcifWYg! hYW\bc`c[m!236*!
385.394/!

95 «!DJT!Itqwr!3129!Ownvkrjcug!22



SPE-195466-MS

Applicability of Models for Liquid Loading Prediction in Gas Wells

Cleide Vieira and Milan Stanko, Norwegian University of Science and Technology

Copyright 2019, Society of Petroleum Engineers

This paper was prepared for presentation at the SPE Europec featured at 81st EAGE Conference and Exhibition held in London, England, UK, 3-6 June 2019.

This paper was selected for presentation by an SPE program committee following review of information contained in an abstract submitted by the author(s). Contents
of the paper have not been reviewed by the Society of Petroleum Engineers and are subject to correction by the author(s). The material does not necessarily reflect
any position of the Society of Petroleum Engineers, its officers, or members. Electronic reproduction, distribution, or storage of any part of this paper without the written
consent of the Society of Petroleum Engineers is prohibited. Permission to reproduce in print is restricted to an abstract of not more than 300 words; illustrations may
not be copied. The abstract must contain conspicuous acknowledgment of SPE copyright.

Abstract
Liquid loading phenomenon is known as the inability of the produced gas to carry all the co-produced
liquid to the surface. Under such condition, the non-removed liquid accumulates at the wellbore resulting in
reduction of the production and sometimes cause the death of the well. Several studies were carried out and
correlation were developed based on field and experimental data with the aim to predict the onset of liquid
loading in a gas well. However, each model provides different indication on the critical gas velocity at which
the liquid loading exists. Thus, to have a clear understanding on the difference between most used models,
experiments were performed in an upward inclinable pipe section. The 60-mm diameter test pipe was
positioned at angles of 30°, 45° and 60° from horizontal. The fluids used were air and light oil. Measurements
include fluid velocities and fluid reversal point. High-speed video cameras were used to record the flow
conditions in which the onset of liquid loading initiated. Experimental results were compared with existing
models by Turner et al. (1969), Barnea (1986), Belfroid et al. (2008), Luo et al. (2014), Shekhar et al. (2017)
and with a commercial dynamic multiphase flow simulator from SPT-Group (OLGA2017.1.0®). Prediction
using the liquid film models presented acceptable agreement with experimental.

Introduction
In most gas wells at an early stage the reservoir pressure is sufficiently high to achieve gas production rates
that can transport any existing co-produced liquid up to surface, which makes the well produce at stable
condition. As the pressure decrease, the gas velocity drops as well as its capacity of lifting the liquid. Under
this condition, the non-removed liquid accumulates in the wellbore (liquid loading), creating a backpressure
against the formation resulting in further accumulation of liquid and reduction of the production or even
causing a premature abandonment of the well. To counteract this phenomenin and maintain production, the
operator must have an accurate prediction of the onset of liquid loading. However, liquid loading behaviour
and prediction of critical gas rate remain questionable. Over the past years, many methods, correlations
and equations were proposed, based on field and experimental data to determine the critical superficial gas
velocity in gas wells and the onset of liquid loading. Almost all these analyses indicated the existence of
two theories for liquid removal in gas wells:
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Droplet model
The droplet model also known as the liquid droplet reversal model. It assumes that the liquid is transported as
droplets entrained in the high velocity gas core, and that the main cause of liquid loading is falling droplets.
Turner et al. (1969) proposed a model based on force balance of a droplet. It calculates a minimum gas
velocity needed to lift the larger droplet present in the gas core. Due to simplicity, the model has been widely
used in the industry. Turner's model for critical superficial gas velocity (m/s):

(1)

They adjusted the original coefficient by 20% to match their field data during validation of the model.
Therefore, the 5.463 changed to 6.560. Several modifications and refinement to better match different set
of data and conditions, to the Turner et al. (1969) model was made by Coleman et al. (1991), Nosseir et al.
(1997), Li et al. (2001), Flores-Avila et al. (2002), Guo et al. (2005), Belfroid et al. (2008) and Veeken et al.
(2010). Belfroid et al. (2008) proposed an improved droplet model. They adapted Turner's equation with a
function from Fiedler et al. (2004) to account for well inclination. The equation for critical gas superficial
velocity (m/s):

(2)

Liquid film model
The liquid film model also known as liquid film reversal. It assumes that liquid is transported as a film
moving along the walls of the pipe to the surface. Zabaras et al. (1986) conducted an experimental study
on the liquid film for vertical upwards concurrent annular gas-liquid flow. They concluded that at low gas
flow rates the film motion was controlled by a switching mechanism designated as churn flow. Several
subsequent authors have shown that liquid loading is accompanied by flow regime transition from annular
to intermittent flow. Barnea (1986, 1987) proposed models to predict flow patterns transition in two-phase
gas-liquid flow in pipes for the complete range of inclination angles. The models incorporated the effect of
fluid property and pipe size, and assumed no variation in film thickness around the pipe for all inclination
angles. The annular-intermittent transition model of Barnea is widely used for the onset of liquid loading in
deviated pipes. Paz (1994) performed experimental and theoretical investigations on two-phase annular flow
focused on the effect of inclination angle on the liquid film thickness distribution around the circumferential
of the pipe. He concluded that inclination angle strongly affected the liquid film thickness distribution (δ),
proving Barnea assumption wrong. Luo et al. (2014) developed a correlation that took into account the non-
uniform film thickness (Eqn. 3) and used Barnea (1986) methodology to predict the onset of liquid loading.
Different from the Barnea model they used Fore et al. (2000) interfacial friction factor correlation instead
of Wallis (1969). The model was validated with field and experimental data, showing an improvement on
the predition of onset of liquid loading compared to Barnea model and liquid droplet models:

(3)

Shekhar et al. (2017) proposed a new set of empirical correlation keeping the same concept of film
thickness variation with the deviation angle (θ) of the pipe (Eqn. 4). In addition, they modified Wallis (1969)
interfacial friction faction (fi) and proposed a correlation that is dependent on the inclination angle (Eqn. 5).
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(4)

(5)

The motivation of this work is to evaluate the applicability of the liquid droplet model proposed by
Turner et al. (1969) and Belfroid et al. (2008), along with liquid film model by Barnea (1986), Luo et
al. (2014) and Shekhar et al. (2017). Beside the prediction through theoretical models, a commercial
dynamic multiphase flow simulator from SPT-Group (OLGA7.3® - hereafter referred to as OLGA) was
also evaluated. Experimental data acquired at the Multiphase flow laboratory were used to evaluate the
model's applicability.

Experimental setup
The 60 mm inner diameter (ID) inclinable test section at the multiphase flow laboratory at NTNU was used
for this study. The test section was 6 m long, transparent acrylic pipe mounted in a steel beam connected to
a lift system. A schematic of the testing section is shown in Figure 1.

Figure 1—Schematic of inclinable test section

Modifications were made so the section could fully incline from horizontal to vertical. However,
experiments were performed on 30°, 45° and 60° from horizontal due to safety issues. Mineral oil (Exxsol
D80) and compressed air were used as fluid test. Air was supplied by the university ventilation network at
approximately at 7 bar and reduced to operation condition of 4 bar. Air flow rate were measured by Vortex
and converted to flow rate at atmospheric pressure, using readed values of a pressure transducer installed
next to the flow meter. Oil was pumped from the main separator located in the basement and flow rate were
measured by Coriolis flow meter. Both fluid entered the test section through a mixing section located at the
bottom. Air injection in the test section was was controlled manually by a ball valve.

After entering the test section the the two-phase flowed through the pipe and then were separated at the
top, where air was vented to atmosphere and oil circulated back to the main separator. Fluid properties at
20° C and 1 atm are given in Table 1.
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Table 1—Fluid properties

Fluid Density [kg/m3] Viscosity [cP] Surface tension [N/m]

Exxsol D80 800 1.8 0.025

Air 1.2 0.018 -

Two differential pressure transducers (DPT) and three absolute pressures were installed in the test section
which enabled multiple pressure measurements. Daily calibration was performed on the DPT to ensure
acceptable accuracy. The test section had capacitance and conductance probe rings for estimating the liquid
hold up. Laboratory instrumentation were connected to a data acquisition system and controlled by a main
program written in LabVIEW® where output signals were provided. A camera (GoPro Hero 6 Black®) was
installed in the test section, and videos were recorded to support the identification of the transition point.
The camera was set to record at 120 frames per second and high resolution in order to capture when the
liquid started to flow in counter-current with the gas core. Preliminary tests were carried out to define the
test matrix of the annular to intermittent transition region. Limitations of the quantity of fluid available,
pump capacity and flow meter range also defined the test matrix too. Different combinations of superficial
liquid and gas velocities (vsl and vsg) were defined; varying from 0.01 m/s to 0.1 m/s and from 5 m/s to 50 m/
s respectively. The interval of variation for the superficial gas velocity was not the same since the injection
was controlled manually. Onset of liquid loading was defined through visual observations.

Experimental results
Experimental data was collect at three inclinations of 30°, 45° and 60° and several superficial velocities of
gas and liquid. Visually experimental data results were subdivided in three groups; Loaded (blue points)
for cases were the flow was defined as full intermmitent (slug), onset liquid loading (black points) when
the liquid started to go counter-corrent to the gas flow direction and Unloaded (red points) for cases were
annular flow was visible. Experimental data are presente in Figure 2 to Figure 4.

Figure 2—Experimental results for air- light oil system at STP conditions for 30° inclined pipe
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Figure 3—Experimental results for air- light oil system at STP conditions for 45° inclined pipe

Figure 4—Experimental results for air- light oil system at STP conditions for 60° inclined pipe

In Figure 2 to Figure 4 it can be seen that the interval of variation of superficial gas and liquid velocity
are equally distributed for all the inclination angle tested. This was due to insufficience of oil available in
the lab and manual injection of the gas flow in the test section.

Model comparisons
Experimental data for air-light oil system results were compared with the model predictions. Multiphase
flow simulator (Olga), Droplet models of Turner et al. (1969) and Belfroid et al. (2008), along with liquid
film model by Barnea (1986), Luo et al. (2014) and Shekhar et al. (2017) models were evaluated.

Figure 5 through Figure 7, onset of liquid loading points represent the critical gas velocity values from the
experiments, continuous and dashed line are the liquid film and liquid droplet model respectively. Beside
the predition through theoretical models. Simulation results from OLGA were also presented as dashed
point line.
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Figure 5—Comparison between experimental data with prediction models for 30° inclined pipe

Figure 6—Comparison between experimental data with prediction models for 45° inclined pipe

Figure 7—Comparison between experimental data with prediction models for 60° inclined pipe

Flow regime transitions in OLGA are distinguished between four flow regime: Stratified (smooth or
wavy), annular, slug and bubble flow. Our focous was to indentify the transition from slug to annular flow,
then use the transition line to compare with experimental data. For all tested inclination, the slug-annular
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transition was not observed. However, a transition for slug to stratified wavy (SW) line was observed and
it seems to be close to the experimental data result as shown in Figure 2 to Figure 4. Note that annular flow
in pipes with lower inclination angles could also be classified as stratified wavy.

It can be observed from Figure 2 and Figure 3 that Shekhar et al. (2017) predicts values close to the
onset liquid loading observed experimentally. However, the same cannot be seen in Figure 4, where the
Barnea (1986) transition line seems to have a better performance. Both liquid droplet model from Turner
et al. (1969) and Belfroid et al. (2008) under-estimate the critical gas velocity for all the inclination anlges.
Luo et al. (2014) on the other hand over-estimate the predicted velocity for onset of liquid loading.

To support the conclusions done through visual perception of the Figure 2 to Figure 4 a percentage
deviation was calculated using Eqn. 6.

(6)

For each inclination angles, the models and OLGA prediction results were comprared with the onset of
liquid loading experimentally observed. The deviation results are presented in Figure 8.

Figure 8—Deviation comparing all the model predictions for experimental data

It can be seen in Figure 8 that at 60° of inclination Barnea's model present a better approximation to the
experimental data comparing to the other models. Its known that the model of Shekhar et al. was proposed
to account the inclination effect on the film thickenss, which at the bottom of the pipe increases with
the decrease of inclination. Analysing the deviation for inclinations of 30° and 45°, Shekhar et al. model
provides a better prediction, this may be due to the fact that for such inclination the film thickness effect
have high influence on the critical gas velocity estimation.

Comparison with other data
Vieira et al. (2018) performed and experimental study on flow pattern characterization in gas-liquid two-
phase system in inclined pipe using viscous oil (25 cP) using 60-mm diameter pipe. They performed
experiments for a wide range of well inclination (10° to 78° from horizontal) for different vsl and vsg values.
They used the collected data to evaluate the performance of Barnea (1986) model with respect to viscous
fluid. The data was published at 4 bar operational pressure condition and changed here to STP for better
comparison with other data. In their publication, the superficial liquid velocity varied from 0.1 m/s to 1.2
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m/s. Since liquid loding was not main, propose of their study, the points of onset of liquid loading were not
identified. Thus, an interval from when they observed the transition from slug to annular flow was selected
and is presented in Table 2.

Table 2—Experimental data for viscous oil-water, 60 mm ID at STP conditions Vieira et al. (2018)

Pipe inclination (degree) Vsl (m/s) Vsg, slug (m/s) Vsg, annular (m/s)

0.12 20.55 26.69

0.20 17.72 24.49

0.44 17.67 24.41

0.61 17.66 24.34

0.88 17.47 24.18

30

1 18.23 24.79

0.14 17.75 24.56

0.42 17.64 24.47

0.64 17.55 24.37

0.82 17.62 24.38

45

1.04 17.55 24.28

0.18 17.62 24.36

0.38 17.68 24.52

0.67 24.33 31.78

0.83 24.03 31.65

60

1.02 25.82 30.86

From the slug and annular data points, a transition area was defined. Vieira et al. (2018) concluded in their
work that the Barnea (1986) model had a good agreement with the data. Therefore, the model of Shekhar
et al. (2017) was evaluated, since the model showed to be good for the case of light oil.

Figure 9 throug Figure 11 shows the comparison between the experimental data for air and viscous oil
with the models. To evaluate the models, the transition line predicted by the models, were compared with
the transition area, i.e., if the transition line from the model is located in the transition area then it means
that the model has a better chance of predicting the correct velocity, otherwise oif the transition line from
the model is.
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Figure 9—Comparison between experimental data with prediction models for 30° inclined pipe

Figure 10—Comparison between experimental data with prediction models for 45° inclined pipe

Figure 11—Comparison between experimental data with prediction models for 60° inclined pipe

It can be observed in Figure 9 that Barnea's model has a better prediction than Shekhar's model, since the
line pass through a bigger part of the area, this can also be observed on Figure 10 and Figure 11.

Experimental data from air-water flow system were used in this study. The data were collected from a
work done by Vieira et al. (2019) and presented in Table 3.



10 SPE-195466-MS

Table 3—Experimental data for liquid loading air-water, 60 mm ID at STP conditions Vieira et al. (2019)

Pipe inclination (degree) Vsl (m/s) Vsg,slug (m/s) Vsg,onset LL (m/s) Vsg,annular (m/s)

0.01 16.99 19.47 21.57

0.02 18.85 22.40 25.34

0.05 21.68 23.32 25.24

0.1 21.78 25.32 30.08

30

0.2 23.40 25.63 29.65

0.01 16.73 19.80 20.97

0.02 20.36 21.46 23.73

0.05 24.27 25.19 26.88

0.1 23.66 24.76 26.95

40

0.2 23.40 24.69 26.07

0.01 18.72 19.48 20.20

0.02 20.72 21.72 22.58

0.05 22.54 23.70 27.09

0.1 23.99 25.57 28.90

60

0.2 23.27 25.77 25.77

Vieira et al. (2019) studied the effect of droplet entrainment on the prediction of critical gas velocity in
gas wells. They compared field data from the literature and performed an experimental study on two-pahse
flow for 60mm ID in an inclinable pipe. Air and water (998 kg/m3, 60mN/m) were used as test fluid. In their
data they reported the loading, unloading ans onset of liquid loading points. They concluded that for low
inclination agles the effect of droplet entrainment on the prediction of critical gas velocity was considerable.
They compared the observed onset of liquid loading point with the model prediction from Barnea (1986),
Luo et al. (2014) and Shekhar et al. (2017).

The model showed to have an improvement on the critical gas velocity when the droplet entrainment were
considered. In general, Shekhar et al. (2017) showed to perform well for lower inclination angles, while for
inclination greater than 60°, the model of Barnea (1986) presented a better agreement with the data.

With the propose of seeing the effect of fluid properties of the onset of liquid loading, experimental data
for air-water, air-light oil and air-viscous oil system were plotted and presented in Figure 12 to Figure 14.
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Figure 12—Experimental data for air-water, air-light oil and air-viscous oil system for 30° inclined pipe

Figure 13—Experimental data for air-water, air-light oil and air-viscous oil system for 45° inclined pipe

Figure 14—Experimental data for air-water, air-light oil and air-viscous oil system for 60° inclined pipe

It can be seen in Figure 12 to Figure 14, that the critical gas velocity predicted for water and light oil are
almost the same for all inclination angles. This may be due to the fact that both fluid showed slight difference
on properties. Due to this they presented the same behavior with the respenct of model performance. In
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the case of viscous oil where the superficial liquid velocities used were not small the bahaviour observed
was distinct. Note

Conclusion
An experiment study on the applicability of the available model used to predict the critical gas velocity in
inclined gas well has been conducted. Different liquid film and liquid droplet model were evaluated for
air-water, air-light oil and air-viscous oil system in inclined pipe. From the work presented the following
conclusion were derived:

• Droplet model under estimate the critical gas velocity for all the tested inclinations.

• The dymanic multiphase flow simulator do not predict the transition of intermittent (slug) to
annular transition for inclination lower tha 60 degrees. Instead, a transition from slug to stratified
wavy flow was defined.

• Overall, Luo et al. (2014) model over estimate the transition of intermittet to annular flow, thus
given a worse performance for the liquid film model group.

• On air-water and air-light oil the model presented by Shekhar et al. (2017) showed to performe
well in inclinations lower than 60°, where the effect of film thickness is more relevant.

• At inclination above 60°, Barnea (1986) model showed to better perdition compared to Shekhar
et al. (2017) model.

• For high liquid velocities Barnea (1986) model gives a better prediction than Shekhar et al. (2017)
model for two-pahse flow with viscous liquid for all the inclinations.

• Experimentally the critical gas velocity found for viscous oil was smaller comparing with the other
fluids.

Nomenclature
A = area, m2
N = number of experimental points

vsg = superficial gas velocity, m/s
vgc = critical gas velocity, m/s
vsl = superficial liquid velocity, m/s
ρl = liquid density, kg/m3
ρg = gas density, kg/m3
δl = liquid film thickness, mm
θ = pipe angle of inclination, degrees
σ = surface tension, N/m
φ = circunferential position in the pipe
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Effect of droplet entrainment in liquid loading prediction  

Cleide Vieira and Milan Stanko 
Norwegian University of Science and Technology, Norway 

ABSTRACT
The present work investigate the effect of droplets entrainment on critical gas velocity, 
using the liquid film reversal model from Barnea (1986), Luo et al. (2014) and Shekhar et 
al. (2017). Especial attention was given to the onset of liquid loading in gas well. 
Experimental and field data were considered for model evaluation. Field data were taken 
from published data (Turner et al., 1969, Belfroid et al., 2008 and Veeken et al., 2010). 
Experiments were performed at the multiphase laboratory (EPT-NTNU) in an upward 
inclinable pipe. The test section was 6 m long and 60 mm ID. Inclination angles varied 
from 30 @ to 70 @ from horizontal. The fluids used were air and water. Measurements 
included fluid velocities and reversal point. High-speed video cameras were used to record 
the flow regime transition (slug to annular) present in the system. Prediction using the film 
reversal models revealed that the model over-estimate the critical gas velocity compared 
to results where entrainment is neglected. 

1 INTRODUCTION 

Most gas wells produce liquid as co-produced fluid during well production. Liquid flows 
along with the gas core as droplets or liquid film on the tubing wall. At the beginning of 
the production, the gas rate is sufficient to carry all the produced fluid to the surface. 
However, the declining on the reservoir pressure, the gas production rate decreases until 
the current gas velocity is insufficient to lift the liquid to the surface. Once this condition 
is establish, fraction of the liquid starts to flow counter-current to the gas core and 
accumulates at the bottom of the well, creating a static column of liquid. This accumulation 
causes backpressure against the formation, which affect the production capacity of the 
well, making the well produce at unstable flow condition. If the well keep producing at 
unstable condition, it may lead to a premature abandonment of the well or in some case to 
wrong well test calculations due to slugging or churning of the liquid. 
    Several models were proposed to predict the inception of liquid loading in gas wells. 
Most models are based on two physical models for liquid removal in gas well first proposed 
by Turner et al. (1969):  
Droplet model 8 the liquid is transported as droplets that entrained in the high velocity 
gas core.  
Liquid film reversal model 8 the liquids transported as film moving along the walls of 
the pipe.  
    Although the two models are probably in continuous exchange between the gas core and 
liquid film, they are threated separately. Turner et al. (1969) stated that the droplet model 
predict liquid loading better. They concluded that there exists a minimum gas velocity 
required to remove the largest drops. The proposed equation was adjusted 20 percent to 
insure match with field data. Many researches, such Coleman et al. (1991), Nosseir et al. 
(1997), Li et al. (2001), Guo et al. (2005), Belfroid et al. (2008) and Veeken et al. (2010) 
made refinements and modifications to the Turner droplet model to better match different 
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set of data, with various degrees of success. Even though the droplet model is simple, easy 
to use and tune, there are some field and experimental evidence that shows limited 
predictability. 

    Different from the droplet model, the liquid film reversal model assumes that the liquid 
loading occurs when the liquid film along the pipe wall, can no longer be lifted to the 
surface. It has been extensively used and associated to flow pattern transition from annular 
to intermittent flow. Barnea (1986) proposed a unified model that predicts flow pattern 
transition for the whole range of pipe inclination for gas-liquid system. In the model, the 
transition from annular to intermittent flow is assumed to exist due to liquid film 
instabilities and gas core blockage. Luo et al. (2014) proposed a new model based on the    
Barnea (1986) model showing a better prediction result over droplet model. In the model 
they used Fore et al. (2000) equation instead of Wallis (1969) equation for the interfacial 
friction factor calculations and introduced a new equation for film thickness around the 
pipe. Barnea (1986) model the film thickness around the circumferential position of the 
pipe is assumed to be constant. However, studies done by Paz (1994) show that the liquid 
film structure and thickness varied with pipe inclination. With the change in inclination 
from vertical to horizontal. The film thickness at the top became thinner, and thicker at the 
bottom part of the pipe. The film thickness variation also resulted in variation of the 
deposition and entrainments rate (Shoham, 2006). 

    Chen et al. (2016) proposed a new model based on force balance of the liquid film and 
gas core. They developed a correlation term to compare the new model with the widely 
used Turner et al. (1969) model and evaluate the model using field data from Belfroid et 
al. (2008). They concluded that the prediction results from the new model had an 
improvement over the Turner model and for matching the Belfroid et al. data.  
    Riza et al. (2016), unlike other models, often used the wellhead flow conditions. They 
predicted flow regime across the entire production tubing to determine where the liquid 
loading initiates. Through field data, they observed that onset of liquid loading was more 
likely to occur at the bottom of the well. Shekhar et al. (2017) proposed an improved model 
for the prediction of onset of liquid loading in inclined pipes, based on the idea of Luo et 
al. (2014). They assumed a non-uniform film thickness and developed a new correlation 
for the interfacial friction factor. The model was compared with experimental data, shoving 
a great improvement over droplet model and the Luo et al. (2014) model. 

    A literature review revelled that all the film reversal models were developed based on 
the assumption that liquid in the well is transported in the form of film, neglecting the 
droplets entrainment in the gas core. This assumption can overestimate the film thickness 
and therefore the critical gas velocity calculations. To evaluate the effect of droplet 
entrainment in the liquid film the field data from Turner et al. (1969), Belfroid et al. (2008), 
Veeken et al. (2010) and experimental data were used. To account the fraction of liquid 
droplet entering  in the gas core ()), empirical correlation developed from a regression 
analyse  proposed by Oliemans et al. (1986) were used: 
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Film liquid models from Barnea (1986), Luo et al. (2014) and Shekhar et al. (2017) were 
preferred to be evaluated in this study, since they are widely used to estimate the annular 
8 intermittent flow-transition for inclined pipes and for critical gas velocity prediction in 
gas wells.  
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2 EXPERIMENTAL SET UP 

    The experiments were carried out for two-phase flow using a 60 mm ID, 6 m long 
transparent acrylic pipe for visualisation. The test section was supported on a steel beam 
connected to a lift mechanism designed to vary angles of inclination. Experiments were 
performed with upward inclination angles of 30 @, 45 @, 60 @ and 70 @. The phases are measured 
separately using a Coriolis and vortex flow meter. They entered the test section through a 
mixing tee at the bottom, flow through the pipe and separated primarily at the top where 
the gas phase was vented to the atmosphere and liquid phase was recirculated back to the 
main separator located in the basement. Compressed air, supplied by the university 
network, ,2. 7,5/3 #?w=998kg/m3%<*(&()+'1 at 20 @ C and 1 atm) were used as test fluids. 
The water was stored with oil in the main separator. The surface tension of  water appear 
to be lower than pure water (typically 0.072N/m), probably due to contamination by 
surface active agents coming from either the oil or small amounts of organisms living in 
the water. Further details of the experimental facility can be found in Vieira et al. (2018). 
    Preliminary tests were performed for each selected inclination in order to define the 
experimental matrix that covers annular to intermittent flow where liquid loading is 
expected to occur. Superficial gas and liquid velocities ranged from 55 to 5 m/s, and 0.01 
to 0.2 m/s respectively. A high speed camera (GoPro Hero 6 Black®) was installed in the 
test section; videos supported the observed reversed point (onset liquid loading). 

3 MODEL VALIDATION  

    Experimental data and field data from Turner et al. (1969), Belfroid et al. (2008) and 
Veeken et al. (2010) were used to confirm  the ability of the liquid film models to predict 
the onset of liquid loading, assuming droplet entrainment in the gas core. 
    In addition to validate the models, a percentage deviation #;$ 7,4 -,0-60,5/., using the 
following equation (2). 

-M&N H
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(2) 

    If  - J $ the predicted critical gas velocity is higher than the observed, else - I $ the 
prediction values are lower. Therefore, if the deviation approaches zero it means there is a 
perfect match between the calculated and observed critical gas velocity. 

3.1 Experimental data 

    The effect of droplet entrainment on critical gas velocity for predicting the onset of 
liquid loading was studied by considering four different inclination angles. For each 
inclination angle, five superficial liquid velocities, and for each liquid velocity, 14 
superficial gas velocities were tested. Thus, significant amount of data points were 
collected. Experimental data points were subdivided into two groups; Unloaded in the case 
annular flow was observed and loaded for intermittent flow (see Fig. 1). 
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Fig. 1 Experimental data for air-water system at STP for different inclinations 

    A true transition point (TT) was calculated by averaging the last loaded two point (right-
most blue point) and the first unloaded (red) for each superficial liquid velocity. 
    In Fig. 2 through Fig. 5, true transition points represent the critical gas velocity values 
(vsg,critical) and continuous and dashed line represent the liquid film models, assuming no 
entrainment in the gas core.  
    It can be observed from Fig. 2 that the Shekhar et al. model has a better approximation 
with the TT points than the two other models. However, in Fig. 3,Fig. 4 andFig. 5 the 
transition line is best predicted by Barnea model. 
    The similarity of both models on high inclination is due to the fact that the film thickness 
distribution around the inner pipe is almost constant.  Thus, Shekhar et al. (2017) 
approaches Barnea (1986) model. Barnea assumes constant film thickness for all 
inclination angles. 

Fig. 2 Experimental data for air-water system at STP for 30-degree inclination 
angle 
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Fig. 3 Experimental data for air-water system at STP for 45-degree inclination 
angle 

Fig. 4 Experimental data for air-water system at STP for 60-degree inclination 
angle 

Fig. 5 Experimental data for air-water system at STP for 70-degree inclination 
angle 

    Overall, it is observed that the model proposed by Luo et al. (2014) over estimate the 
transition of annular to intermittent flow for all the inclination. Predictions of vsg,critical using 
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the liquid film models, assuming droplet entrainment were also performed and compared 
with the laboratorial data, and the was presented as a percentage. In Fig. 6 it can be 
observed that the prediction of critical gas velocities with droplet entrainment present slight 
better results in general. 

Fig. 6 Deviation for all the models prediction with and without entrainment for the 
laboratory data 

    Barnea, 1986 model for lower inclination present negative deviation meaning that model 
predicted much lower velocities at which liquid loading occurs. This may also be, because 
of the film thickness that was considered constant in the model. 
    Values not lower that 10% of deviation were not observed through the experimental data 
comparison with the models, due to the fact that transition point were not always very 
clear, which mean that experimentally the transition could be misinterpreted. 

3.2 Field data 

    Three different set of field data were used to evaluate the importance of droplet 
entrainment during the prediction of onset of liquid loading. Veeken et al. (2010)
published 67 gas wells from North Sea that were starting to experience liquid loading. The 
gas wells had from 2-6 inches of tubing diameter and included vertical and inclined pipe 
geometry (0 to 64° inclination angles from vertical). The liquids produced were condensate 
and water. Liquid gas ratio was assumed to be 5 bb/MMcf in the calculation as 
recommended by Luo et al. (2014). Veeken et al. (2010) reported the gas rate after the 
onset of liquid loading, which means that all the data should be located sight above the 45° 
line (loaded region) in the plot of calculated critical gas velocity (vsgc,model) and the 
observed gas velocity (vsgc,observed). 

Fig. 7 to Fig. 9 observed gas velocities of Veeken et al., 2010 were compared with 
critical gas velocities predicted by Barnea (1986), Luo et al. (2014) and Shekhar et al. 
(2017) models, with and without droplet entrainment. It can be seen that most of the wells 
are in the loaded region for both cases. It is also observed that when droplet entrainment 
are considered for the critical gas velocity calculation most of the points on the graphs are 
close to the 45° line, suggesting that the well have just started to load. 
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Fig. 7 Veeken et al. (2010) data vs Barnea (1986) model prediction 

Fig. 8 Veeken et al. (2010)  data vs Luo et al. (2014) model prediction 

Fig. 9 Veeken et al. (2010) data vs Shekhar et al. (2017) model prediction 
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    For an ideal model, the points have to be slight above the 45° line and the percentage 
deviation should be positive and close to zero. From Table 1 result, it is clear that Shekhar 
et al., 2017 model, assuming entrainment presents best result, although the number of well 
predicted correct is the same. 

Table 1.Critical gas velocity prediction for Veeken et al. (2010) data 
Without Entrainment With Entrainment 

Model 
Number of well 

predicted 
;#"$

Number of well 
predicted 

;#"$

Barnea (1986) 62/67 32.40 62/67 28.49 
Luo et al. (2014) 66/67 40.78 65/67 37.35 

Shekhar et al. (2017) 57/67 19.94 54/67 16.71 

    Belfroid et al. (2008) published data for two gas wells, both had a deviation of 40 
degree. One well had 0.112 m for the tubing diameter and observed critical gas rate of 90 
000 Sm3/d, and the other 0.074 m for the tubing size and 45 000 Sm3/d for critical gas rate. 
For both well sufficient data were shared, which made possible the calculation. Since the 
well were also reported at critical condition, the predicted results is expected to be above 
the 45°-line, which can be seen in Fig. 10. The same as Veeken et al. data, Table 2 shows 
that critical gas velocity prediction assuming droplet entrainment present improved having 
a positive and small value for the perceptual deviation. 

Fig. 10 Belfroid et al. (2008) data vs liquid film models prediction 

Table 2.Critical gas velocity prediction for Belfroid et al. (2008) data 
Without Entrainment With Entrainment 

Model 
Number of well 

predicted 
;#"$

Number of well 
predicted 

;#"$

Barnea (1986) 2/2 18.58 2/2 17.32 
Luo et al. (2014) 2/2 39.42 2/2 37.42 

Shekhar et al. (2017) 2/2 11.41 2/2 8.72 

Turner et al. (1969) presented data for 90 gas wells, where 37 were experiencing liquid 
loading and 53 were producing at stable conditions (unloaded). All the wells were reported 
as vertical (0° inclination angle). 
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    From Fig. 11 to Fig. 13, observed critical gas velocity is compared with the calculated 
critical gas velocity using the model with and without entrainment. When the calculated 
velocity is higher than the observed the well is consider loaded. If the calculated velocity 
is, lower than the observed the well is defined as unloaded. In case the well is unloaded the 
data point should be located slight below the 45° line in the plot. It can be that for Turner 
et al., 1969 data, droplet entrainment does not influence the prediction of critical gas 
velocity. Shoham (2006) mentioned that the film thickness variation changes the variation 
of the deposition and entrainment rate. Since the published well present vertical geometry, 
film thickness was considered constant. 

a. Loaded wells b. Unloaded wells
Fig. 11 Turner et al. (1969) data vs Barnea (1986) model prediction 

a. Loaded wells b. Unloaded wells
Fig. 12 Turner et al. (1969) data vs Luo et al. (2014) model prediction 

a. Loaded wells b. Unloaded wells
Fig. 13 Turner et al. (1969) data vs Shekhar et al. (2017) model prediction 
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For all the model the prediction of unloaded well is accurate i.e., the data points are located 
below the 45° line. However, the percentage deviation calculated is high in the case of Luo 
et al. (2014) and Shekhar et al. (2017) as shown in Table 3. Although the film thickness 
correlation introduced in both model to account the effect of inclination do not have any 
effect, the interfacial friction factor used in the model overestimate the critical gas velocity 
in vertical gas wells. On the other hand Barnea (1986) model shows better prediction in 
both number of well and percentage deviation. 

Table 3.Critical gas velocity prediction for Turner et al. (1969) data 
Well at loaded condition

Model 
Without Entrainment With Entrainment 

Number of 
well predicted 

;#"$
Number of well 

predicted 
;#"$

Barnea (1986) 31/37 26.01 31/37 25.65 
Luo et al. (2014) 28/37 12.16 28/37 12.02 

Shekhar et al. (2017) 20/37 -33.82 20/37 -33.97 
Well at unloaded condition 

Barnea (1986) 41/53 -82.06 40/53 -82.28 
Luo et al. (2014) 46/53 -114.56 46/53 -114.49 

Shekhar et al. (2017) 51/53 -216.08 51/53 -216.17 

4 CONCLUSION 

    In the study, field and experimental data were compared with liquid film model, used to 
predict critical gas velocity in gas well. The proposed liquid film model assumes no 
entrainment of droplets in the gas core. Therefore, the present work was performed to 
verify the effect of entrainment on the liquid film model when critical gas velocity is 
predicted. 
    A comprehensive conclusion based on the data comparison with the models was that 
droplet entrainment had an effect on the accuracy of critical gas velocity predictions for 
the onset liquid loading. 
    Overall, Luo et al. (2014) model over estimates the transition from annular to 
intermittent flow for all cases studied. 
    The liquid film model of Barnea (1986) model was developed to predict the transition 
of annular to intermittent flow transition  in both vertical and deviated pipe. However, in 
most of the case showed not be better than Shekhar et al. (2017) model, due to the 
assumption that the film thickness is constant for all pipe inclinations. 
    In the case of gas wells with vertical geometry, droplet entrainment does not have any 
effect on the critical gas velocity prediction. The film thickness is constant at such 
geometry and the variation of the deposition or entrainment rate in the gas core is 
negligible. Luo et al. (2014) and Shekhar et al. (2017) showed not to be a good model to 
be used when the well is vertical in case accurate critical gas velocity is crucial. 
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6 NOMENCLATURE 

ID pipe inner diameter (m) 
E entrainment fraction(-) 
g gravitational acceleration (m2/s) 
N number of points or wells. 
vsg superficial gas velocity (m/s) 
vsgc critical gas velocity (m/s) 
vsl superficial liquid velocity (m/s) 
= Angle of inclination from horizontal (degrees) 

>g,l gas, liquid viscosity (Pa.s) 
?g,l gas, liquid density (kg/m3) 
< surface tension (N/m) 
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