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Abstract 

Liquid production in the form of water or condensate is essentially the most common problem in 

mature gas wells. For efficient operation of the well, the produced liquid must be continuously 

transported to the surface. This is only possible when gas rate is above a certain threshold known 

as the critical velocity. With depletion, gas rate declines, when it reaches below the critical 

velocity, liquid starts to accumulate at the bottom of the well creating what is referred to as liquid 

loading. Liquid loading causes a rapid gas rate decline, reduces the ultimate recovery of a gas well 

and may completely kill the well if immediate liquid unloading actions are not taken. Several 

models have been devised to predict the inception of liquid loading. Some models are based on 

the liquid droplet reversal and others are based on the liquid film reversal. However, each model 

provides divergent views on the critical gas velocity required to initiate liquid loading. Some 

models under- predicts while others over-predicts the critical gas velocity. 

In the present work, the liquid droplet model of Turner et al. (1969) and the liquid film reversal 

models of Barnea (1986,1987), Luo et al. (2014) and Shekhar et al. (2017) were compared against 

the field data available in the literatures. It was observed that the Turner’s model can accurately 

predict the onset of liquid loading and the loading status of gas wells producing under unloaded 

conditions while the model was found to under-estimate the critical velocity for wells producing 

under loaded condition. It was also observed that, out of all film reversal models compared, the 

Shekhar et al. (2017) model can better predict the critical velocity especially for deviated wells 

with large diameters in the range of 2 to 6 inches. 

The study on the effect of droplet entrainment in the film reversal models have revealed that the 

film reversal models can over-estimate the critical velocity by up to 18% if the fraction of droplets 

entrainment is neglected in the models.  The Shekhar et al. (2017) model was therefore modified 

to incorporate the Oliemans et al. (1986) entrainment correlation  instead of the Wallis (1969) 

correlation used  in the Luo et al. (2014) model. The  results were found  to be better than the  

original  Shekhar et al. (2017) model without droplet entrainment while that of Luo’s model were 

conservative. The study on the liquid loading criteria along the wellbore have revealed that both 

the wellhead and the bottomhole should be used as the evaluation point of the critical gas velocity 

so that a precise conclusion of whether the well is loaded or unloaded could be drawn. 
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1.0 INTRODUCTION 

Most gas wells produce liquid which flows along with gas as droplets entrained in gas stream or 

as films flowing along the walls of a tubing. The produced liquid may originate from interstitial 

water in the reservoir matrix or condensation of hydrocarbon gas (condensate). As soon as gas 

wells are drilled, gas rates are usually high enough to lift all the produced liquids to the surface. 

As the reservoir pressure declines with depletion, the gas production rate also decreases until the 

current gas rate is unable to lift the produced liquids to the surface. The produced liquids then start 

to accumulate at the bottom of the well (sandface) creating a static column of liquid. This causes 

the bottomhole pressure to increase and create the back pressure against the formation which affect 

the production capacity of the well. 

Continuous accumulation of liquid in the well increases the saturation of liquids and reduces the 

effective permeability close to the wellbore which in turn reduces the gas production rate. For low 

pressure gas wells, the well may eventually die, while for high pressure gas wells, liquid loading 

may facilitate slugging or churning of liquids that would affect the well test calculations, which 

usually assumes continuous removal of liquids. 

Different scholars have suggested several models to predict the inception of liquid loading in gas 

wells. The proposed models are either based on the liquid droplet reversal or liquid film reversal. 

Turner et al. (1969) proposed a model based on the droplet reversal, this model was found to better 

predict the liquid loading condition especially for vertical unloaded wells, though some already 

loaded wells could not be covered even after a 20% upward adjustment (Zhou & Yuan, 2010). 

Coleman et al. (1991) observed that, a 20% upward adjustment recommended by Turner et al. was 

not necessary for low rate gas wells and Wellhead flowing pressure (WHFP) below 500 psia (Riza  

et al. 2016). There are different modifications to the Turner’s model such as the Nosseir et al. 

(2000), Belfroid et al. (2008), Veeken et al. (2010) and Sutton et al. (2010). However, some 

experimental studies have observed that, liquid loading is caused by liquid film reversal instead of 

the liquid droplet reversal.  

Barnea (1986, 1987) and Zhang et al.(2003a) suggested models based on the liquid film reversal 

hypothesis for vertical and inclined wells. The models use the transition boundary from annular to 

slug flow as a criterion for the inception of liquid loading. These models assumes that, the film 

thickness is uniform in the pipe cross-section at all inclination angles. However, the gravitational 
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force acting on the liquid film causes the liquid film to become much thicker at the bottom than at 

the top. Their assumption of uniform film thickness results in under-predicting the critical gas 

velocity for inclined wells. 

 Luo et al. (2014) and Shekhar et al. (2017) made some improvements on the Barnea’s model to 

include the variable film thickness for inclined wells and using different interfacial friction factors. 

Luo et al. (2014) model also included the Wallis (1969) droplet entrainment correlation. However, 

this correlation does not depend on liquid rate. It under-estimates the fraction of droplet 

entrainment for wells with higher liquid rate and also produce large errors for the fraction of 

entrainment greater than 0.5 (Berna et al. 2015). The  Shekhar et al. (2017) model did not consider 

the effect of droplet entrainment. The results from Luo’s model were still more conservative  as 

compared to that of Shekhar.  

In this thesis, further modifications have been made in the Luo et al. (2014) model by replacing 

the Wallis (1969) droplet entrainment correlation by the Oliemans et al. (1986) entrainment 

correlation. Similar entrainment correlation was also incorporated into the Shekhar et al. model. 

The results showed an improvement to the Shekhar et al model while the Luo’s model still over-

predicts the critical gas velocity. The outputs from different liquid loading criteria were also 

compared to quantify their accuracy with regard to the operating conditions of the well.  

 In addition to that, the evaluation of the Liquid loading criteria was done along the entire section 

of the wellbore to determine the loading status at every position in the tubing. It was suggested 

that the evaluation of critical gas velocity should be done at both the wellhead and the bottomhole. 

1.1 Problem statement 

Accumulation of liquids in gas wells is the most critical problem that hinders the productivity of 

gas wells. It causes reduction in the effective permeability around the wellbore and creates the 

back pressure against the formation. This in turn causes a rapid decline in gas production rate, 

reduction in the ultimate recovery of a gas well and if immediate unloading actions are not taken, 

the well may eventually die. 

 Several models have been developed to predict the inception of liquid loading in gas wells. 

However, each model outputs a different critical gas flow rate estimate. Some models under-

estimates the critical gas velocity while other models over-estimates the critical gas velocity. Most 
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of the recent studies have concluded that the liquid loading in gas wells is caused by liquid film 

reversal rather than the droplet reversal as suggested by Turner et al. (1969).  

The present work will therefore compare both the droplet model of Turner et al. (1969) and the  

liquid film reversal models of Barnea (1987,1989), Luo et al. (2014) and Shekhar et al. (2017) 

using the data available in the literatures. The effect of droplet entrainment in the film reversal 

models will be studied and based on the results, improvement will be suggested. This work will 

also explore the best evaluation point of the onset of liquid loading along the wellbore. 

1.2 Objectives 

The main objective of this master thesis is to compare some traditional and recent models used to 

predict liquid loading in gas wells and suggest for improvement based on the results. A secondary 

objective is to study the effect of the spatial variations of properties along the tubing when 

estimating the critical gas flow velocity. 

1.3 Specific objectives 

(i) To review selected existing traditional and recent models used to predict the inception 

liquid loading in gas wells.  

(ii) To study the effect of droplet entrainment in the film reversal models by changing the 

amount of liquid transported on the wall (assuming the rest is entrained in the liquid 

core). 

(iii) To study the effect of pressure and temperature variation along the tubing on the 

amount of liquid and gas velocity computed for each measured depth and on the liquid 

loading criteria. 

1.4 Scope of the study 

This work will be based on the review of some traditional and recent models used to predict the 

onset of liquid loading in gas wells. The liquid loading models of Turner et al (1989), Barnea 

(1986,1987), Luo et al. (2014) and Shekhar et al. (2017) will be studied followed by proposing 

and improving the liquid loading criteria of the liquid film reversal models by including the effect 

of droplet entrainment. The model will also explore the impact of variation in pressure and 

temperature along the tubing on the liquid and gas velocities at a given depth. 
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2.0 FUNDAMENTALS OF LIQUID LOADING IN GAS WELLS 

2.1 Concept of liquid loading 

Liquid loading is the accumulation of liquids at the bottom of the well during gas production when 

the available energy is insufficient to lift the co-produced liquids to the surface. This occurs when 

the velocity of the dominant phase (mainly gas) drops below a certain threshold known as critical 

velocity (Bolujo et al. 2017). When this velocity is reached, the gas starts to lose the ability to lift 

the produced liquids to the surface, therefore, liquid starts to collect at the bottom of the well. 

 The flow of gas and liquid along the tubing at high gas velocities cause the gas to drift towards 

the center of the tubing, creating a vortex known as a gas core. Liquid is forced out of the gas core 

to the walls of the tubing forming a liquid film. The shear force acting on gas-liquid film interface 

results to the formation of the liquid droplets that are transported in the gas core while some 

droplets are dropped back to the film forming the annular-mist flow pattern (Hernandez, 2017). 

High gas-liquid ratio under this flow pattern, results into lower pressure gradient in the tubing. 

Although the pressure loss due to friction increases with increase in gas velocity, its component is 

small and has little effect on the overall pressure drop in the tubing (Binli, 2009). 

As the pressure in the reservoir declines, the gas velocity along the tubing also decreases with time. 

When the critical velocity is reached at the wellhead (position of the lowest velocity along the 

tubing), the liquid starts to accumulate at the bottom of the well. The liquid rate becomes greater 

than that of gas causing the hydrostatic pressure in the well to increase, this results to the increase 

in pressure gradient in the tubing. Continuous accumulation of liquids in the wellbore imposes an 

additional back pressure against the formation which lowers the gas production rate. Pressure in 

the reservoir then builds up, which pushes the accumulated liquids to the surface under intermittent 

or slug flow. Under this flow pattern, the liquid pockets separate the gas core. The cycle continues 

until the reservoir pressure build up is insufficient to push the liquids to the surface. At this point, 

the well will fail to produce gas and therefore it can be abandoned if some measures are not taken 

to unload the liquids (Luo et al. 2014). 

2.2 Sources of liquids in the gas wells. 

Production of liquids in gas wells may occur in almost every gas well at some point during the life 

of the well. Liquids entering the wellbore during gas production originate from multiple sources 

depending on the condition and type of the reservoir. Formation water is one of the most common 
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sources of water which is naturally trapped in the rock pores during the time of sedimentation. 

When gas flows into the well, this water can also flow to the well bottom along the fractures. Other 

sources of liquids include; water and hydrocarbon condensation, water coning, water production 

from a different zone, aquifer water, some external liquids introduced in the reservoir such as 

drilling fluids, fracturing fluids and any other fluid used in exploration and development (Zhang, 

et al. 2015). One or more of these sources of liquids may exist in the reservoir and the produced 

liquids have to be continuously transported to the surface for efficient operation of the well. 

2.3 Gas-Liquid flow pattern 

The geometrical distribution of gas and liquid flowing together in a conduit is governed by the 

dominant physical forces acting on a system and complex interfacial distribution factors such as 

surface tension, body forces, coalescence, dispersion, heat flux effects and wettability (Falcone et 

al. 2009). Depending on the magnitude of these forces, liquid and gas will form different flow 

patterns (flow regimes). The identification of flow patterns was traditionally done by visual 

scrutiny in transparent narrow tubes which yields accurate and reproducible results at moderate 

velocities. At high flow velocities, it is hard to see the distribution of the fluids in the tube, which 

makes the flow pattern identification difficult in various thermodynamic systems (Azzopardi, 

2002). The most recent methods used to improve flow pattern recognition include the use of 

photographs with high speed flash, high speed video studies, analysis of spectral content of the 

unsteady pressures and volume fraction fluctuations.  

The classification of flow patterns has been studied by various researchers who proposed numerous 

names and classification systems. However, for practical purpose, similar flow patterns are often 

grouped under the same name. The flow patterns differ depending on the size and orientation of 

the flow channel in which the fluids are flowing. Since the behavior and distribution of the flowing 

phases are slightly different for horizontal, vertical, and slopped pipes, it is therefore essential to 

describe the flow patterns separately for vertical and horizontal flow (Kumar, 2010). 

2.3.1 Flow patterns for vertical pipes 

Four basic flow patterns (regimes) usually occur in a vertical production conduit of a gas well with 

associated liquid are discussed. The flow patterns and their stage in the life of the well are as shown 

in Fig. 2.1.  
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Bubble flow - Under this flow regime, the flow channel is almost filled with liquid as a continuous 

phase while gas bubbles are suspended in the liquid as discrete substances. The pressure gradient 

along the tubing is determined by the liquid which is the continuous phase with some minor 

pressure drops caused by the presence of gas bubbles. 

Slug flow - This flow pattern is also called plug flow when it occurs in horizontal systems. It is 

characterized by the presence of a series of liquid plugs (slugs) separated by relatively large gas 

pockets. It occurs when gas bubbles collide and coalesce to form bubbles of size approaching to 

that of the flow channel. The formed bubbles are bullet-shaped surrounded by thin films of liquid. 

They are commonly referred to as “Taylor bubbles”. Two Taylor bubbles are separated by a liquid 

slug filled with smaller bubbles (Gao et al. 2014). Presence of high momentum liquid slugs induces 

forces especially at the point where the flow channel changes direction resulting into severe 

damage of the tubing.  The flow regime also results in fluctuation of liquid and gas flow rate 

creating large pressure drop in the tubing which may completely kill the well (Fabre, 2015). 

Churn flow - This is a distributed flow of gas and liquid characterized by the presence of very 

thick and unstable liquid films oscillating up and down with a net upward flow. The instability is 

caused by the gravity and shear forces acting in opposite direction on the thin liquid film 

surrounding Taylor bubbles. When the gas velocity rises, the bubbles breaks down leading to 

unstable pattern where churning of liquid occurs in the tubing, hence the name Churn flow arise. 

This type of flow regime only appears in vertical and near-vertical tubing. The flow regime is 

sometimes known as a transitional regime or semi-annular flow due to its complexity. Both the 

slug and churn flow patterns are also grouped as Intermittent flow since all causes high pressure 

drop and void fraction fluctuation in the tubing.  

Annular/Mist flow - The flow is characterized by the liquid film flowing on the walls of the tubing, 

with the gas travelling at the center of the tubing forming a gas core. Also, some liquid droplets 

are entrained in the gas core. At high flow rates, most of the liquid are transported in gas core as 

droplets resulting into a mist flow. However, in most cases the liquid will flow as film along the 

walls of the tubing except for very hot heat transfer systems that limits wetting. Under certain 

circumstances, the liquid flow rate may increase resulting to the increase in droplet concentration 

in the gas core of annular flow. This causes large lumps or streaks as wispy liquid occurring in gas 
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core (Kumar, 2010) resulting to another form of flow pattern called Wispy annular flow 

(Azzopardi, 2002). 

 

Fig. 2.1 - Two Phase flow pattern in a vertical pipe (Kumar, 2010). 

2.3.2 Flow patterns for horizontal pipes. 

This flow pattern is discussed here because when dealing with inclined system one gets flow 

patterns in between vertical-horizontal. The flow of gas-liquid mixture in a horizontal pipe is 

almost similar to that in the vertical pipe. The only difference is that, the distribution of the phases 

is affected by the gravity forces acting perpendicular to the tube axis. Gravity tends to stratify the 

heavier component (liquid) to the bottom and the lighter component (gas) to the top of the pipe. 

Depending on the gas-liquid ratio, superficial velocities and physical properties of the mixtures, 

the following are the most accepted classification of flow patterns for the horizontal pipe; These 

flow patterns and their configurations are shown in Fig. 2.2. 

 Stratified flow – The flow regime is gravity dominant whereas the liquid flows at the bottom of 

the pipe and gas at the top of the pipe with no significant waves at the gas-liquid interface. This 

occurs at low gas and liquid flow rate 
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 Wavy flow – This flow pattern is similar to stratified but have significant interfacial waves. This 

occurs at high gas flow rates, where the interfacial shear stress at the gas-liquid interface increases 

causing the formation of waves that oscillates up and down along the interface, but usually the 

waves do not touch the top side of the pipe 

Plug flow – Under this flow pattern, the bullet-shaped elongated gas bubbles are formed, and they 

tend to move at the top side of the pipe closer to the pipe walls. 

 Slug flow – Further increase in gas velocity causes the amplitude of the waves to grow and reach 

the upper walls of the pipe forming liquid slugs. These liquid slugs are carried by the fast-moving 

gas flow. The fast-moving series of liquid slugs are associated with sudden pressure pulses and 

oscillations that can damage the downstream components (Darzi & Park, 2017). 

Annular flow – Under this flow pattern, the liquid forms a continuous phase along the walls of the 

pipe and the gas flows as vortex along the center of the pipe with some entrained liquid droplets. 

 Bubbly flow - The flow pattern exist at high liquid flow rate where the gas bubbles are relatively 

small compared to the liquid. The buoyancy force causes the gas bubbles to rise to the top of the 

pipe.  

 

Fig. 2.2 - Flow regime of gas-liquid flow in a horizontal pipe (Darzi & Park, 2017) 
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2.3.3 Flow pattern for inclined pipes 

For inclined pipe systems, the flow patterns depend on the angle of inclination from the vertical. 

For nearly vertical pipe systems, the flow patterns are relatively similar to that of vertical flow. 

Churn flow seldom occurs for pipes inclined above 20° from the vertical, while bubbly flow never 

occurs if the pipe is deviated for more than flow occurs 50° from the vertical. For near horizontal 

system, stratification starts to be observed (Perez, 2007). 

2.4 Liquid loading models 

Prediction of the inception of liquid loading in gas wells have been studied by several researchers. 

The studies are based on either development of new models or modification of the existing models 

for better prediction of the onset of liquid loading. Generally, liquid loading is described by two 

liquid transport mechanisms in gas wells; the liquid droplet reversal and the liquid film reversal. 

All the proposed models are based on one or all of these liquid transport mechanisms to predict 

the inception of liquid loading.  

2.4.1 Liquid- droplet reversal model  

The initial work on the critical rate required for continuous removal of liquids in gas wells was 

conducted by (Duggan, 1961) who observed that a linear velocity of 5ft/sec at the wellhead is 

sufficient to keep a gas well flowing under unloaded condition. His work was later extended to 

account for water-gas systems, where it was suggested that a velocity of 5 to 10ft/sec was adequate 

for hydrocarbon liquids removal and 10 to 20ft/sec was sufficient to lift the produced water 

(Koperna, 2004).  

 The entrained liquid-droplet model derived by Turner et al. (1969) is the most famous method for 

predicting the onset of liquid loading in gas wells. The model suggests that, liquid loading occurs 

due to falling back of liquid droplets in gas core. A droplet falling freely in a gas column is 

subjected to two forces; The Drag force from the gas (𝐹𝑑𝑟𝑎𝑔) acting upwards and a gravitational 

force due to the droplet weight (𝐹𝑤𝑒𝑖𝑔ℎ𝑡) acting downwards (Lea et al. 2011). The drag force and 

the force due to weight of the droplet are given in Eqn. (1) and Eqn. (2) respectively. The droplet 

will move upwards only if 𝐹𝑑𝑟𝑎𝑔 > 𝐹𝑤𝑒𝑖𝑔ℎ𝑡 and downwards if 𝐹𝑑𝑟𝑎𝑔 < 𝐹𝑤𝑒𝑖𝑔ℎ𝑡. When these two 

forces are equal, a terminal velocity is reached. A terminal velocity depends on the size, shape, 

and density of the particle in suspension, and the viscosity and density of the fluid medium 

(Coleman, et al. 1991). 
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                   (1) 

 𝐹𝑤𝑒𝑖𝑔ℎ𝑡 = (𝜌𝐿−𝜌𝑔)
4

3
𝜋 (
𝑑

2
)
3

𝑔                (2) 

   

Where  𝐶𝑑 is the drag coefficient, d [m] is the droplet diameter, 𝜌𝑔 and 𝜌𝐿 is the gas density and 

liquid density [kg/m3],  𝑉𝑔 is the gas velocity [m/s]. 

Turner et al. (1969) calculated a terminal velocity of the gas required to suspend a liquid droplet 

in gas stream by equating Eqn. (1) and Eqn. (2). The resulting terminal velocity 𝑉𝑔,𝑇 [m/s] is as 

shown in Eqn. (3). 

 𝑉𝑔,𝑇 = 3.617√
𝑑(𝜌𝐿−𝜌𝑔)

𝐶𝑑𝜌𝑔
 (3) 

It can be observed that the terminal velocity in Eqn. (3) is directly proportional to the square root 

of the droplet diameter (d). Due to the turbulence nature of the flow in gas wells caused by high 

gas flow velocity, the droplets of different sizes in gas stream tend to coalesce and break up (Zhou 

& Yuan, 2010), while surface tension helps to hold the droplets together (Asheim, 2017). The 

turbulent force can be expressed in terms of friction force (𝐹𝑓 = 0.5𝑓𝑑𝜌𝑉𝑔
2𝐴𝑑) and the force due 

surface tension is expressed in terms of interfacial tension and circumference of the droplet 

(𝐹𝜎 = 𝜎𝑆𝑑). To completely lift all the produced liquids out the well, the gas velocity should be 

able to lift the largest diameter liquid droplet.  (Hinze, 1955) defined a Weber number as the ratio 

between the turbulent force and the force due to surface tension for the largest droplet diameter. 

For round droplets, the Weber number is presented in Eqn. (4). Where 𝑉𝑔𝑐 is the sinking velocity 

of the largest droplet. 

 𝑊𝑒 =
𝜌𝑔𝑉𝑔𝑐

2𝑑

𝜎
 (4) 

Different Experiments have revealed that, the critical value of Weber number for liquid falling 

freely ranges from 20-30 (Asheim, 2017). After considering this range, Turner et al. (1969) 

assumed that, the Weber number of 30 corresponds to the diameter of the largest droplet.  
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The drag coefficient is influenced by the shape of the droplet and its Reynolds number. For 

spherical droplets and turbulent region which is always the operating condition of gas wells, 𝐶𝑑 is 

relatively constant with Reynolds number and stabilizes at 0.44. Substituting Eqn.(4) into Eqn.(3) 

under the conditions stated above, the Critical velocity is calculated as shown in Eqn.(5). 

 𝑉𝑠𝑔−𝐶𝑟𝑖𝑡𝑖𝑐𝑎𝑙 = 5.465
[𝜎(𝜌𝐿 − 𝜌𝑔)]

1
4⁄

𝜌𝑔
1
2⁄

 (5) 

Where  𝑉𝑠𝑔−𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙  is the gas critical superficial velocity [m/s],  𝜎, is the interfacial tension [N/m]. 

Similarly, in Eqn. (5), 𝑉𝑠𝑔−𝐶𝑟𝑖𝑡𝑖𝑐𝑎𝑙  can be computed in Field units by replacing the coefficient of 

the model (5.465) by 1.53 with 𝜎 [dynes/cm] while 𝜌𝐿 and 𝜌𝑔 in [lbm/ft3] 

The critical velocity Eq.(5) calculated by Turner  et al. (1969) was tested against the field data and 

was found to match 66 out of the 90 tested wells. To improve the match of the field data, they 

added a 20% adjustment to the original equation  to account for the Weber number which was 

established for air-water experiment instead of gas well condition (Kelkar et al. 2015) and the 

assumption of solid spheres to the drag coefficient instead of oscillating liquid droplets (Riza et al. 

2016). Eqn.(6) gives the new critical velocity after 20% upward adjustment. 

 𝑉𝑠𝑔−𝐶𝑟𝑖𝑡𝑖𝑐𝑎𝑙 = 6.558
[𝜎(𝜌𝐿 − 𝜌𝑔)]

1
4⁄

𝜌𝑔
1
2⁄

 (6) 

They tested Eqn.(6) against the field data and it was found to match 77 out of 90 tested wells. 

Turner et al, thus concluded that a 20% upward adjustment is necessary to improve the match of 

the well data. For computing 𝑉𝑠𝑔−𝐶𝑟𝑖𝑡𝑖𝑐𝑎𝑙 in field units a coefficient of the model  in Eqn.(6) is 

replaced by 1.92 and all other inputs in field units. 

Coleman et al.(1991) used the original Turner model to their well data  and they found a reasonable 

match ,while Turner’s adjusted model did not match their well data. Therefore, they concluded 

that a 20% upward adjustement is not necessary for  low rate gas wells with wellhead pressures 

below 500 psia. 

Nosseir et al. (2000) revealed that the reason why the Turner’s model fails to predict some well 

data is because it neglects the occurance of different flow patterns in the well depending on the 

flow conditions. They suggested critical rate equations based on Transition flow regime and 
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assuming turbulent flow.  They advised to take care of the existing flow conditions so that, relevant 

equation is applied for each flow regime when calculating critical flow rate. For wells having more 

than one flow regime, they recommended to carry out calculations at the wellhead pressures as it 

is  a point of maximum  gas slippage and hence maximum velocity which will ensure maximum 

critical flow rate required to keep  gas wells unloaded. 

Turner’s model assumes a spherical shape of the droplet entrained in gas stream, however, under 

high gas velocity, a liquid drop deforms to ellipsoidal shape as shown in Fig. 2.3 due to the  pressure 

difference between the front and rear portion of the liquid drop. To account for the deformation of 

the entrained liquid droplet under high velocity gas, Li et al. (2001)  deduced new model  for 

calculating the critical velocity required for continuous unloading of gas wells. The model resulted 

into smaller critical velocity than that of the conventional Turner’s model. However, the results 

were found to match fairly data obtained from gas wells in China gas fields. 

 

Fig. 2.3 - Shape of the liquid droplet in high gas velocity (Li, et al., 2001) 

Turner’s model does not account for the effect of well diameter and inclinations. It therefore gives 

inappropriate prediction for large diameter  and inclined wells as discussed by (Kelkar & Sarica, 

2015). Belfroid et al. (2008) modified the Turner’s model to account for  the effect of well 

inclination. They stated that the critical gas rate is lower for large inclinations from the vertical 

since the effect of gravity is reduced. Also, large inclination angles thicken the liquid film at the 

bottom of the tube cross section than at the top resulting to the increase in critical gas rate. The 

highest critical gas rate occurs at the medium range of  inclination angle (about 30o from the 

vertical). The critica superficial gas velocity in (m/s) propsed by Belfroid, et al. (2008) is given 

by;  
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 𝑉𝑠𝑔 𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 = (3.1𝐴√𝜌𝑔  [𝜎(𝜌𝐿 − 𝜌𝑔)]
1
4⁄ )
(sin (1.7𝛽))0.38

0.74
 (7) 

Where A is  is the tube area [m2] and 𝛽 is the inclination angle [degrees]from the horizontal. 

The multiphase air-water flow experiments conducted by Westende et al. (2007) to study the 

behavior of the droplet by measuring its size and velocity indicated that, liquid loading was not 

caused by the droplet reversal mechanisms but rather due to film reversal. This is because the 

droplet size used in the Turner’s model is too large to exist under gas well conditions and therefore 

the Weber number may be below 30 (Westende, 2008). The Weber number used in Turner’s model 

after 20% adjustment is 60, signifying that the droplet model may not be accurate for the prediction 

of the inception of liquid loading. 

Veeken  et al. (2010) examined the validity of Turner et al. (1969) model with their offshore data. 

They defined a Turner ratio as the ratio between the observed critical rate to the Turner critical 

rate. The ratio had a value in the range of 1.0 to 2.0 meaning that the Turner’s model under-

estimates the critical velocity. Therefore, they concluded that liquid-film reversal is the cause of 

liquid loading instead of the liquid-droplet reversal.  

 Turner et al, recommened to perform calculations of liquid loading conditions at surface 

(wellhead) conditions. This is convenient because the wellhead pressures and temperature data are 

easily available. However, Sutton et al. (2010) proposed that in some situations such as change in 

downhole geometry or when the tubing is set above perforations, the use of wellhead conditions 

as the evaluation point may result to erroneous conclusion. Hence, they stated that, when 

calculating critical velocity, wellhead conditions should be used for high pressure wells 

(𝑃𝑤ℎ > 1000 𝑝𝑠𝑖𝑎) while bottomhole conditions should be used for low pressures wells 

(𝑃𝑤ℎ < 100 𝑝𝑠𝑖𝑎). Also, for wells producing free water and wellhead pressure less than 1000 psia, 

bottomhole conditions should be used. After  the analysis of velocity profile along the tubing, they 

accepted Turner et al. (1969) safety factor to ensure that the  well is unloaded along the whole flow 

path. From their study, they also suggested the use of water properties for 𝜎 and 𝜌𝐿 when 

calculating the critical velocity and when performing the estimation for other fluids. This provides 

a conservative estimate because the water density is higher than for hydrocarbon fluids.  
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2.4.2 Liquid-film reversal models 

This is another physical mechanism that triggers liquid loading in gas wells. The liquid film 

reversal model was also studied by Turner et al. (1969). Their analysis were based on the velocity 

profile of the liquid film as it moves upwards inside a tube. The predictions from the film reversal 

model did not represent the loading condition as compared to that  of the droplet model. Their 

analysis  also showed no dependence of  calculated minimum lift velocity on the gas-liquid ratio 

for the liquid production range of 1 to 100 bbl/MMcf which contradicts observations using the 

theoretical film model . Therefore, they concluded that, liquid transport mechanism  is not 

controlled by liquid film movement.  This conclusion is contrary to (Veeken et al. 2010; Westende 

et al. 2007; Belfroid, et al. 2008; Luo, 2013 and Shekhar et al. 2016) who concluded that, liquid 

loading results from liquid-film reversal  rather than the  liquid-droplet reversal. 

The limitations of Turner’s droplet model have triggered the studies on the Liquid film reversal 

models. The film models are based on the  flow pattern transition  as the criteria for the inception 

of liquid loading. Zhang et al. (2003a, 2003b) developed a unified hydrodynamic model which 

uses slug flow dynamics as a starting point to model flow pattern transition. This is because slug 

flow is always found at the centre of the flow pattern maps. It shares  transition boundaries with 

all other flow patterns. They considered the entire film zone in Fig. 2.4 as the control volume to 

construct the momentum and continuity equations  for slug flow. 

 

𝜌𝐿(𝑣𝑇 − 𝑣𝐹)(𝑣𝑆 − 𝑣𝐹) − 𝜌𝐶(𝑣𝑇 − 𝑣𝐶)(𝑣𝑆 − 𝑣𝐶)

𝑙𝑓
−
𝜏𝐹𝑆𝐹
𝐻𝐿𝐹𝐴

+
𝜏𝐶𝑆𝐶

(1 − 𝐻𝐿𝐹)𝐴

+ 𝜏𝐼𝑆𝐼 (
1

𝐻𝐿𝐹𝐴
+

1

(1 − 𝐻𝐿𝐹)𝐴
) − (𝜌𝐿 − 𝜌𝐶)𝑔𝑠𝑖𝑛𝜃 = 0 

(8) 

For transition from slug flow to annular or stratified flow, the length(𝑙𝐹) becomes infinitely long, 

the momentum exchange term (first LHS term of Eqn. 8) becomes zero. The critical velocity from 

slug to annular flow can be  calculated provided that continuity equation and correct closure 

relationships are provided. 

 

Fig. 2.4 - Control volume (Zhang, et al., 2003a) 
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Barnea (1986, 1987) proposed a unified model to  analyze the transition from annular to slug flow. 

Under annular flow regime, the liquid film flows along the walls of the pipe and the gas flows at 

the centre as shown in Fig. 2.5. Transition from annular to slug flow occurs when the gas core is 

blocked by liquid lumps. There are two mechanisms which triggers the annular-slug transition; 

The first mechanism is the instability of the liquid film that restricts stable annular flow 

configurations, the second mechanism is the spontaneous blockage of gas core due to increased 

supply of liquid in the pipe. The most dominant cause of the inception of liquid loading is the 

liquid film instability since occurence of the second mechanism is associated with very high liquid 

flow rate which usually do not exist in most gas wells (Kelkar & Sarica, 2015). 

2.4.2.1 Barnea (1986,1987) model 

 Modelling of the annular-slug transition was made on the basis of liquid film instability. To 

simplify the model,  Barnea assumed that the film thicknes is uniform for all deviation angles of 

the pipe and the liquid flows as film along the pipe walls with no droplets entrained in gas core.  

The analysis of the liquid film interfacial shear change  was done by constructing a momentum 

balance on both the liquid film and gas core separately as shown in Eqn. (9) and Eqn. (10) 

considering a steady state flow. 

 

Fig. 2.5 - Liquid-gas annular flow in the wellbore (Kelkar, et al., 2015). 
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Momentum balance for the gas core 

 
−𝐴𝐺

𝑑𝑃

𝑑𝑍
− 𝜏𝐼𝑆𝐼 − 𝜌𝐺𝐴𝐺𝑔𝑆𝑖𝑛𝜃 = 0 

(9) 

Momentum balance for the liquid film 

 −𝐴𝐿
𝑑𝑃

𝑑𝑍
− 𝜏𝐿𝑆𝐿 + 𝜏𝐼𝑆𝐼 − 𝜌𝐿𝐴𝐿𝑔𝑆𝑖𝑛𝜃 = 0 (10) 

Eqn. (9) and Eqn. (10) can be combined to eliminate the pressure gradient. The combined 

momentum equation is as shown in Eqn. (11). 

 𝜏𝐼𝑆𝐼 (
1

𝐴𝐿
+
1

𝐴𝐺
) − 𝜏𝐿

𝑆𝐿
𝐴𝐿
− (𝜌𝐿 − 𝜌𝐺)𝑔𝑠𝑖𝑛𝜃 = 0 (11) 

The shear stress between the liquid and pipe walls is given by; 

 𝜏𝐿 = 𝑓𝐿
𝜌𝐿𝑈𝐿

2

2
 (12) 

 𝑓𝐿 = 𝐶𝐿 (
𝐷𝐿𝑈𝐿
𝑣𝐿

)
−𝑛

 (13) 

 𝐷𝐿 =
4𝐴𝐿
𝑆𝐿

 (14) 

 𝐴𝐿, 𝐴𝐺 , 𝑆𝐿, and  𝑆𝐼 are dependent on the annular flow geometry and they are explained in detail  

 𝛿 =
𝛿

𝐷
  (15) 

    𝑆𝐿 = 𝜋𝐷  (16) 

    𝑆𝐼 = 𝜋𝐷(1 − 2𝛿) (17) 

 AL=πD
2(δ̃-δ̃2) (18) 

 𝐴𝐺 = 𝜋𝐷
2 (
1

2
− 𝛿)

2

 (19) 

Where AL and 𝐴𝐺  are the cross-section area of the liquid and gas phase in the wellbore, respectively 

[m2]; 𝑆𝐿 and 𝑆𝐼 are the liquid and interfacial circumferential length in the wellbore respectively 
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[m]; 𝛿 is the dimensionless film thickness [m], D is the pipe diameter [m], 𝜃 is the angle between 

the wellbore and the horizontal [°]. 

Substituting Eqn. (12) through (19) into Eqn. (11) and rearranging the combined momentum 

equation gives the expression for liquid-gas interfacial Shear Stress 𝜏𝐼 

 𝜏𝐼 = 𝑔(𝜌𝐿 − 𝜌𝐺)𝐷𝑆𝑖𝑛𝜃(𝛿 − 𝛿
2)(1 − 2𝛿) +

1

32
𝐶𝐿𝜌𝐿 (

𝜌𝐿𝐷

𝜇𝐿
)
−𝑛

(𝑉𝐿𝑆)
2−𝑛 [

(1 − 2𝛿)

(𝛿 − 𝛿2)
2] (20) 

The interfacial shear stress provided by the gas phase is obtained from Wallis (1969) empirical 

equation as;  

 𝜏𝐼 =
1

2
𝑓𝐼𝜌𝐺

𝑉𝑆𝐺
2

(1 − 2𝛿)
4 (21) 

 𝑓𝐼 = 𝑓𝐺(1 + 300𝛿) (22) 

 𝑓𝐺 = 𝐶𝐺 (
𝑉𝑆𝐺𝜌𝐺𝐷

𝜇𝐺
)
−𝑚

 (23) 

𝐶𝐺 = 𝐶𝐿 = 0.046 for turbulent flow and 𝐶𝐺 = 𝐶𝐿 = 16 for laminar flow 

𝑚 = 𝑛 = 0.2 for turbulent flow and  𝑚 = 𝑛 = 1 for laminar flow 

In Eqn. (20), the interfacial shear stress (𝜏𝐼) is a function of liquid superficial velocity (𝑉𝐿𝑆) and 

Dimensionless film thickness (𝛿). Solving for 𝜏𝐼, requires 𝑉𝐿𝑆  and 𝛿 as inputs. The best idea is to 

plot the interfacial shear stress against the film thickness in dimensionless form (𝜏𝐼̃ =

𝜏𝐼/𝑔(𝜌𝐿 − 𝜌𝐺)𝐷𝑆𝑖𝑛𝜃 vs 𝛿 ) . This helps in detecting the annular- slug transition and the change in 

interfacial shear with liquid superficial velocity. 

Table 2.1 - Barnea (1986,1987) test data for air water system 

Inputs 

Item Units Value 

Pressure bar 1 

Temperature °C 25 

Pipe Diameter m 0.025 

Gas Gravity (Air=1) [ ] 1 

Pipe Inclination (0 = Horizontal) [ ° ] 90 

Liquid density [kg/m3] 1000 

Gas density [kg/m3] f(P, T) 
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For air water system with parameters presented in Table 2.1, a plot of 𝜏𝐼̃  against 𝛿 at different 

liquid superficial velocities, the series of curves shown in Fig. 2.6 are obtained. The minimum point 

for each of the of curves corresponds to the point of transition from annular to intermittent/slug 

flow (Taitel et al. 1982). The solutions to the left of the transition point represents the annular 

(stable) flow while those to the right represents the slug (unstable) flow. The film thickness at the 

minimum point is the critical film thickness (𝛿𝑇) . After obtaining 𝜏𝐼 and 𝛿𝑇 at the transition point, 

the gas superficial velocity can be calculated by substituting  𝜏𝐼 and 𝛿𝑇 in Eqn. (21). However, as 

the liquid flow rates increases the transition point is not observed, this means that the transition 

from annular to slug flow is not caused by liquid film instability any more, rather it occurs due to 

spontaneous blockage of gas core resulting from large supply of liquid. 

 

Fig. 2.6 - Variation of Interfacial shear stress with Liquid Film thickness at different liquid flow rates 

The critical film thickness at the annular-slug flow transition point can also be obtained by 

differentiating Eqn. (20) with respect to 𝛿 and equating to 0, resulting to the following equation: 

 𝑔(𝜌𝐿 − 𝜌𝐺)𝐷𝑆𝑖𝑛𝜃(𝛿 − 𝛿
2)(1 − 2𝛿) −

1

16
𝐶𝐿𝜌𝐿 (

𝜌𝐿𝐷

𝜇𝐿
)
−𝑛

(𝑉𝐿𝑆)
2−𝑛 [

(𝛿 − 𝛿2) + (1 − 2𝛿)
2

(𝛿 − 𝛿2)
3 ] = 0 (24) 
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Using the data in Table 2.1, the solutions to Eqn. (24) at different liquid flow rates are as shown  

in Fig. 2.7. The point where curves crosses the x-axis (dτ/d𝛿 = 0) represents the transition point 

from annular to slug flow. At lower liquid flow rates, the transition point exists, and each curve 

has two solutions. The leftmost solution corresponds to the critical film thickness at the transition 

point. The curves are observed to converge on the x-axis at a dimensionless film thickness of 

approximately 𝛿 = 0.14 . For large liquid rates, the curves do not cross the x-axis and therefore 

the solutions do not exist. This is an evidence to the fact that, the inception of liquid loading is not 

a result of liquid film instability rather, it is a result of spontaneous blockage of the gas core due 

to increased supply of liquids. 

 

Fig. 2.7 - Solutions to critical film thickness at different Liquid superficial velocity 

2.4.2.2 Luo et al. (2014) model 

The accuracy of the Barnea’s model in predicting the onset of liquid loading has been questionable 

due to its two considered simplifying assumptions. The first assumption is that the liquid exist as 

a film along the pipe with no droplet entrainment in the gas core. However, the turbulence nature 

of gas flow creates the shear force on the gas-liquid film interface resulting into the formation of 

the liquid droplets that are transported in the gas core (Thiruvengadam et al, 2009).  
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The second assumption is the use of uniform film thickness regardless of the deviation angle of 

the pipe.  However, the deviation angle of the pipe has a greater influence on the liquid film 

thickness and therefore the resulting critical gas velocity. The air water experiment conducted by 

(Westende,2008) showed that the maximum critical velocity is observed when the deviation angle 

reaches 30º. There are two factors affecting the critical velocity for deviated wells; First, as the 

pipe deviates from the vertical, the film becomes thicker at the lower end of the pipe than at the 

top, requiring higher gas velocity to be transported to the surface. Second, the decrease in 

gravitational gradient as the pipe deviates. Since the gravitational gradient opposes the fluid flow, 

lower gravitation gradient reduces the critical gas velocity.  

Since both gravitational gradient and thicker film exists as the pipe deviates, their combined effects 

determine the magnitude of critical velocity. Fig. 2.8 shows that as the deviation angle changes 

from 0º to 30º the critical velocity increases, which means that the influence of thicker film 

thickness dominates the gravitational gradient and the overall effect results to higher critical 

velocity. As the deviation angle increases from 30º to 90º, the lower gravitational gradient 

dominates the thicker film thickness resulting to the reduction in critical gas velocity. 

 

Fig. 2.8 - Critical gas velocity for different deviation angles of the pipe (Luo et al. 2014). 

Luo et al. (2014) proposed a model to account for the limitations imposed by the Barnea’s model. 

Three modifications were made as follows; 
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(i) Using the Fore et al. (2000) interfacial friction factor between the liquid film and the gas core 

instead of the Wallis (1969) correlation (Eqn. 22) used in the Barnea model which yields 

conservative results for the critical gas velocity. The new interfacial friction factor is; 

 𝑓𝐼 = 0.005 {1 + 300 [(1 +
17,500

𝑅𝑒𝐺
)
𝛿

𝐷
− 0.0015]} (25) 

(ii) Using a non-uniform film thickness for different deviation angles of the pipe. This was 

achieved by comparing a uniform and non-uniform film thickness models shown in Fig. 2.9. 

The comparison was made by using material balance to ensure that the mass flow rate of 

liquid transported in both cases is the same. For a uniform film thickness, the area of the 

uniform and non-uniform film thickness is given by; 

 𝐴1 = 𝜋𝐷𝛿𝑐 (26) 

 𝐴2 =
1

2
[𝛿(0, 𝜃) + 𝛿(𝜋, 𝜃)]𝜋𝐷 (27) 

 

 

Fig. 2.9 - Schematic of uniform and non-uniform film thickness (Kelkar et al. 2015) 

Since the mass flow-rate of liquid in both cases is conserved, Eqn. (26) and Eqn. (26) can be 

equated. The resulting relationship between uniform and non-uniform film thickness is; 
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 𝛿𝑐 =
1

2
[𝛿(0, 𝜃) + 𝛿(𝜋, 𝜃)] (28) 

Where 𝛿𝑐 is the constant film thickness, D is the pipe diameter,  𝛿(0, 𝜃) and 𝛿(𝜋, 𝜃) are the 

film thickness at the top and bottom of the pipe respectively. The film thickness distribution 

around the circumferential position of the pipe for different pipe deviation angles is shown in 

Fig. 2.10 and can be obtained by using Eqn. (29) and Eqn. (30). The detailed description of 

these equations can be found in the paper by (Luo et al. 2014). 

𝛿(𝛷, 𝜃) = (1 − 𝛼𝜃𝑐𝑜𝑠𝛷)𝛿𝑐 (29) 

𝛼 = {
0.0287, 0 ≤ 𝜃 < 30

0.55𝜃−0.868, 30 ≤ 𝜃 ≤ 90
 (30) 

 

Fig. 2.10 - Film thickness distribution around the circumferential position of a pipe for different 

pipe deviation angles. 

To incorporate the Luo et al. (2014) model of variable film thickness in the Barnea 

(1986,1987), first, the critical film thickness 𝛿𝑇 is calculated from Eqn. (24). This is the film 

thickness at the pipe bottom and represents the maximum film thickness at the transition point 
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which will initiate liquid loading. For calculating the critical velocity in deviated wells, 𝛿𝑇  is 

converted to 𝛿𝑐 by using Eqn. (29)  where 𝛿(𝛷, 𝜃)=𝛿𝑇. 

(iii) Including the droplet entrainment in the gas core. This was achieved by calculating the 

fraction of droplets entrained in the gas core (𝑓𝐸)  using the correlation proposed by Wallis 

(1969) as follows; 

 𝑓𝐸 = 1 − 𝑒
[−0.125(𝜑−1.5)] (31) 

 𝜑 = 104
𝑉𝑆𝐺𝜇𝐺
𝜎

(
𝜌𝐺
𝜌𝐿
)
0.5

 (32) 

      The liquid flow rate in the film can be calculated as; 

 𝑞𝐹 = 𝑞𝑙(1 − 𝑓𝐸) (33) 

2.4.2.3 Shekhar et al. (2017) model 

Shekhar et al. (2017) modified the Barnea’s model. They retained some findings from the Luo et 

al. (2014) model that the film thickness changes with the variation in deviation angle of the pipe. 

However, instead of calculating a constant film thickness (𝛿𝑐), as done by Luo, they calculated an 

average dimensionless film thickness (𝛿𝑎𝑣𝑔𝐿) as; 

 𝛿𝑎𝑣𝑔𝐿 =
1

2
(1 + 𝑒−0.088𝜃)𝛿𝑚𝑎𝑥 (34) 

Where 𝛿𝑚𝑎𝑥 = 𝛿𝑇 is the maximum or critical film thickness obtained by differentiating the 

combined momentum equation, and 𝜃 is the deviation angle of the pipe. For details of how Eqn(34) 

was derived, the reader is reffered to the paper by (Shekhar et al. 2017). 

In addition to the variable film thickness, they revised the Wallis (1969) Liquid-gas interfacial 

friction factor. They proposed a correlation that is dependent on the deviation angle of the pipe as 

shown in Eqn (35) 

 𝑓𝑖 = 𝑓𝑠𝑔{1 + [340(1 + 𝑐𝑜𝑠𝜃)𝛿𝑎𝑣𝑔𝐿]} (35) 

They assumed the value of  𝑓𝑠𝑔 = 0.005 which represents the interfacial friction factor between 

the gas phase and the pipe wall in the absence of liquid phase. However as the pipe is inclined, a 

portion of the pipe is exposed to gas and the remaining portion is exposed to liquid with the 
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smallest value observed when the pipe is completely horizontal (𝜃 = 90°). The main difference 

between the  (Luo et al. 2014) and (Shekhar et al. 2017) is on the  use of different interfacial friction 

factors, different correlations for calculating the maximum film thickness to account the the change 

inclination angles of the pipe and neglecting the effect of droplets entrainment in the Shekhar et al 

model . The results obtained from (Shekhar et al. 2017) were optimistic (lower than those predicted 

by Barnea) as compared that of  (Luo et al. 2014) which were conservative (higher than those 

predicted by Barnea). 

3.0 PRESSURE DROP CALCULATION IN WET GAS WELLS 

Prediction of pressure drop in pipelines is important in gas wells with or without some liquid 

production. It allows accurate projection of the achievable production rate, detection of scaling 

along the tubing, production optimization of surface facilities, design of artificial lift installations 

and design of cost effective well completions. Pressure measurement can be done using pressure 

gauges placed at a point of interest in the wellbore or with permanent bottom-hole gauges. 

However, performing these measurements is usually time-consuming and costly. 

Several correlations have been proposed for prediction of pressure traverse along the wellbore. 

Some of these correlations were developed based on energy balance between two points (Poettman 

& Carpenter, 1952; Hagedorn & Brown, 1965) , some were derived based on the pressure balance 

(Duns & Ros, 1963) and others based on mechanical energy balance between two points in the 

system under consideration. However, the general form of equation for pressure gradient in flow 

strings is based on Bernoulli’s equation neglecting the work done by the system. The equation is 

given by; 

 
𝑑𝑃

𝑑𝐿
=
𝑔

𝑔𝑐
𝜌𝑠𝑖𝑛𝜃 +

𝜌𝑣

𝑔𝑐

𝑑𝑣

𝑑𝐿
+
𝑓𝜌𝑣2

2𝑔𝑐𝑑
 (36) 

Where 𝑑𝑃 is the pressure loss due to elevation (
𝑔

𝑔𝑐
𝜌𝑠𝑖𝑛𝜃), acceleration (

𝜌𝑣

𝑔𝑐

𝑑𝑣

𝑑𝐿
) and friction (

𝑓𝜌𝑣2

2𝑔𝑐𝑑
) at 

a given interval dL, 𝑔 is the acceleration due to gravity, 𝑔𝑐 is the gravitational conversion constant, 

𝜌 is the fluid density, 𝑣 is the fluid velocity, 𝑓 is the friction factor and 𝑑 is the diameter of  a 

conduit.  
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3.1 Single phase gas wells 

For dry gas, the pressure traverse in the tubing is calculated by using various methods such as; The 

average temperature and compressibility method by (Katz et al. 1959), The original Cullender and 

Smith method (Cullender et al, 1956), the modified Cullender and Smith method (Oden et al, 1988) 

and the Sukker and Cornell method (Guo et al, 2005) . However, the most common method is the 

simplified method by (Katz et al.1959). The method assumes that the temperature and 

compressibility factor are constant and are represented by the average values over the portion of 

the the tubing length considered. For single phase gas flow, it is also possible to assume that the 

change in kinetic energy is small and the pressure loss due to acceleration may be neglected.The 

equation is given by; 

 𝑞𝑔𝑠𝑐 = 200 [
𝑆𝐷5(𝑃𝑖𝑛

2 − 𝑒𝑠𝑃𝑜𝑢𝑡
2 )

𝛾𝑔𝑓𝑚𝑍̅𝑇̅𝐿𝑐𝑜𝑠𝜃(𝑒𝑆 − 1)
]

0.5

 (37) 

 𝑆 = 0.0375
𝛾𝑔𝐿𝑐𝑜𝑠𝜃

𝑍̅ 𝑅 𝑇̅
 (38) 

Where 𝑞𝑔𝑠𝑐 is the gas flow rate in [Mscf/D], 𝑍̅ is the average gas compressibility factor [-], 𝑇̅ is 

the average temperature [°R], 𝛾𝑔 is the gas specific gravity [-], D is the tubing diameter [in.], L is 

the measured depth [ft], 𝜃 is the inclination angle of the tubing from the vertical [°], 𝑃𝑖𝑛 is the 

tubing upstream pressure [psia] and  𝑃𝑜𝑢𝑡  is the tubing downstream  pressure [psia]. The mood 

friction factor is a function of Reynolds number for a given tubing diameter and wall roughness of 

a pipe. For fully turbulent flow, which is the most common flow regime in gas wells, the friction 

factor can be expressed in terms of tubing diameter (Guo et al. 2005). 

 𝑓𝑚 =
0.0175

𝐷0.224
   𝑓𝑜𝑟  𝐷 ≤ 4.277 𝑖𝑛 (39) 

 𝑓𝑚 =
0.01603

𝐷0.164
   𝑓𝑜𝑟 𝐷 > 4.277 𝑖𝑛 (40) 

3.2 Multiphase gas wells 

Prediction of pressure drop in wells producing under multiphase flow differs from those in single 

phase flow due to the complex nature of two phase flow. The previous mentioned correlations in 

subsection 3.1 are only valid for dry gas wells and wells with producing gas/liquid ratio (GLR) 

above 10,000 Scf/STB (Beggs, 1984). For wells with lower GLR, there is an additional pressure 
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loss due to slippage between the phases. This slippage causes the difference in the average linear 

velocity of the phases involved (Hagedorn & Brown, 1965). 

Several correlations have been proposed to calculate the pressure drop in multiphase flow for 

vertical, inclined and horizontal wells. Some traditional models assumed that, liquid-gas flow in 

the conduit is homogeneous, this assumption ignores the effect of slippage caused by lower gas 

density that tends to overtake the liquid phase. However, in reality the flow of liquid-gas mixture 

is heterogeneous with different average linear velocity resulting from slippage. 

Execution of the multiphase flow equations for pressure traverse calculations involves an iterative 

trial-and-error solution to account for the change in flow parameters as a function of pressure and 

temperature along the flow string.  In the absence of computer programs, the calculation 

procedures are intensive especially when the flow string is discretized into several segments. There 

are two alternatives for which a pressure traverse calculation can be performed. The first 

alternative is by fixing pressure drop and finding the wellbore length interval for which the fixed 

pressure drop would occur. The second alternative is to fix the interval of the wellbore length and 

find the corresponding pressure drop in that interval. All these alternatives involves iterative 

procedures until convergence is achieved.    

If a computer or computational routine is not available, pressure traverse curves can be used as an 

alternative solution for estimation of pressure as a function of depth. These curves are made from 

two-phase flow regime correlations for different gas-liquid ratios. However, a particular pressure 

traverse curve is limited to a given calculation procedure and flow situation, tubing size, liquid 

rate and water fractions.  

Some of the multiphase flow correlations which are available for pressure  drop calculations in 

wells and pipelines includes the (Duns & Ros, 1963), (Fancher & Brown, 1963), (Hagedorn & 

Brown, 1965), (Orkiszewski, 1967), (Beggs & Brill, 1973), (Gray, 1978), (Mukherjee & Brill , 

1985) etc. For the purpose of this thesis, only (Gray, 1978) and the (Beggs & Brill, 1973) 

correlations are explained in detail. 

3.2.1 Gray correlation 

Gray (1978) developed a correlation for computation of pressure profile in gas condensate wells 

of vertical configurations. It uses the velocity number, nominal diameter, and the non-slip holdup 
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dimensionless variables to calculate the liquid holdup in the pipe. He observed that, liquid holdup 

in the well is mostly affected by the change in pipe wall roughness rather than the change in friction 

factor. The pressure loss is a result of the hydrostatic head and the frictional head loss, Eqn. (41).  

It gives accurate results for gas wells with condensate ratios up to 50 bbl/MMscf and high produced 

water ratios.  The detailed description of Eqn. (41) is shown in Appendix A. 

 
𝑑𝑝

𝑑𝑧
=
𝑔𝜌𝑚
144𝑔𝑐

+
2𝑓𝑡𝑝𝑉𝑚

2𝜌𝑛𝑠

144𝑔𝑐𝐷
 (41) 

   

3.2.2 Beggs and Brill correlation 

Beggs and Brill (1973) published a correlation for predicting pressure drop and liquid holdup for 

multiphase flow. The correlation was developed for horizontal pipe and it was extended so that it 

can be applied for inclined pipes. The correlation often checks for the flow regime that would 

occur if the pipe were horizontal and then the holdup correction is made for other pipe inclinations. 

The inclination correction coefficients are different for different flow patterns. The detailed 

procedures for pressure traversing using the Beggs and Brill correlation is described in Appendix 

B. The equation has been observed to overpredicts pressure drop in vertical and inclined pipes. 
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4.0 RESULTS AND DISCUSSION 

4.1 Comparison of the liquid loading models against field data. 

In this section, the critical gas rate predicted from the liquid droplet model of Turner et al. (1969) 

and the liquid film reversal models of Barnea (1986,1987), Luo et al. (2104) and Shekhar et al. 

(2017) are compared and validated against selected field data. Three sets of well data published in 

the papers by Turner et al. (1969), Coleman et al. (1991) and Vakeen et al. (2010) are used. For 

each of these field data, the critical gas rate (𝑞𝑐𝑟𝑖𝑡) for each well was calculated and compared with 

the current (observed) gas rate (𝑞𝑎𝑐𝑡𝑢𝑎𝑙)  in the field.  A comparison of the model prediction against 

the field data was done by plotting 𝑞𝑎𝑐𝑡𝑢𝑎𝑙 against 𝑞𝑐𝑟𝑖𝑡 from the model predictions. The results 

are as follows. 

4.1.1 Turner et al. (1969) Data 

Turner et al. (1969) reported 106 vertical gas wells with liquid production. The wells were regarded 

as vertical since no inclination was reported in their data. The liquid loading status shows that 37 

wells were loaded up, 53 wells were unloaded, and 16 wells were questionable.  Comparison of 

the models was done using a total of 90 wells neglecting the wells reported as questionable. The 

liquid produced from the wells is either water or condensate and some wells produce both water 

and condensate. By using each of the aforesaid models, the critical gas velocity was calculated for 

each well by using relevant liquid properties of the liquid flowing in the well. If the well produces 

both water and condensate, the heavier liquid phase (water) properties were used in calculating the 

critical gas rate for both considered models. The typical fluid properties and conditions suggested 

by Turner et al. are shown in Table 4.1. 

Table 4.1 - Liquid properties proposed by Turner.  

Property Value Units 

Gas gravity 0.6 - 

Temperature  120 °F 

Z-factor 0.9 - 

Water density 67 lbm/ft3 

Water surface tension 60 dynes/cm 

Condensate density 45 lbm/ft3 

Condensate surface tension 20 dynes/cm 
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The liquid loading models of Turner et al. (1969), Barnea (1986,1987), Luo et al. (2014) and 

Shekhar et al. (2017) were programmed to compute the critical gas superficial velocity, the 

resulting critical velocity was then converted to critical gas flow rates at standard conditions (14.7 

psia and 60 oF) using Eqn. (42) in consistent units for a given pipe cross-section area (A) and gas 

volume factor (𝐵𝑔). It was assumed that water and condensates are in liquid phase neglecting water 

vaporization and gas condensation. At high reservoir pressure and temperature, some liquid water 

can be in vapor phase. Also, the reduction in pressure and temperature along the tubing would 

cause condensation of some heavier hydrocarbon components into liquid phase. Therefore, the 

assumption that water and condensate are in liquid phase may lead to some errors since there might 

be less or more liquid in along the tubing. 

 𝑞𝑔̅ =
𝑉𝑠𝑔𝐴

𝐵𝑔
 (42) 

 𝐵𝑔 =
𝑃𝑠𝑐𝑍𝑇

𝑃𝑇𝑠𝑐
 (43) 

To construe the accuracy of model predictions, the actual gas flow rate was compared to the gas 

flow rate from the model predictions. If 𝑞𝑎𝑐𝑡𝑢𝑎𝑙 > 𝑞𝑐𝑟𝑖𝑡 , the well is unloaded, and if 𝑞𝑎𝑐𝑡𝑢𝑎𝑙 <

𝑞𝑐𝑟𝑖𝑡 , the well is loaded up. For precise predictions of the models, all the wells with unloading test 

status are expected to fall above a 45o line and all the wells with loading test status are expected to 

fall below a 45o line.  

By applying Turner’s model with the 20% upward adjustment suggested in their paper, the results 

are shown in Fig. 4.1. A comparison of 𝑞𝑎𝑐𝑡𝑢𝑎𝑙 against 𝑞𝑐𝑟𝑖𝑡 from Turner’s prediction show that all 

53 wells which were reported as unloaded were accurately predicted by the Turner’s model with 

an accuracy of 100% while only 19 out of 37 loading wells were accurately predicted by the 

Turner’s model with an accuracy of 51%. These observations signifies that, Turner’s model can 

better predict the liquid loading condition for unloaded gas wells. On the other hand, the model 

underestimates the critical flow rate for wells producing under loaded condition. 
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Fig. 4.1- Comparison of Actual gas flow rate vs Gas rate prediction using the liquid droplet model 

of Turner's et al (1969). 

 

Turner’s well data were also used to validate the liquid reversal model of Barnea (1986,1987) as 

shown in Fig. 4.2. The observed gas flow rates were compared to the critical gas flow rate predicted 

from Barnea’s model. It was observed that, 39 out of 53 unloading wells were accurately predicted 

by the Barnea’s model with an accuracy of 74% while 30 out of 37 loading wells were accurately 

predicted by the Barnea’s model with an accuracy of 81%. This indicates that Barnea’s model 

overpredicts the unloading wells by 26% and underpredicts the loading wells by 19%. From these 

observations, the overall consequence is that, the predictions of critical gas velocity from Barnea’s 

model are conservative (over-estimates the critical velocity).  
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Fig. 4.2 - Comparison of Actual gas flow rate vs Gas rate prediction using Barnea’s model 

In Fig. 4.3, a comparison of 𝑞𝑎𝑐𝑡𝑢𝑎𝑙 against the 𝑞𝑐𝑟𝑖𝑡 predicted from the liquid film reversal model 

of Luo et al. (2014) was made. It was observed that, 46 out of 53 unloading wells were accurately 

predicted by the model with an accuracy of 87% while 26 out of 37 loading were accurately 

predicted by the model with an accuracy of 70%. The overall consequence is that the Luo’s model 

over-predicts the critical velocity. 

In Fig. 4.4, the predictions from Shekhar et al (2017) model shows that, 52 out of 53 unloading 

wells were accurately predicted by the model with an accuracy of 98% while 20 out 37 loading 

wells were accurately predicted by the model with an accuracy of 54%. This is also a good 

indication that the Shekhar et al (2017) can predict with greater accuracy the loading condition of 

gas condensate wells producing under unloaded conditions while it can also over-estimate the 

critical rate wells producing under loaded conditions. 
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Fig. 4.3-Comparison of actual gas flow rate vs gas rate prediction using Luo et al. (2014) model 

 

 
Fig. 4.4 - Comparison of actual gas flow rate vs gas rate prediction using Shekhar et al. (2014) model 
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The percentage accuracy of each of the considered models for predicting the onset of liquid loading 

is shown in Fig. 4.5. Using Turner’s data, it was observed that, the liquid droplet model of Turner 

et al (1969) and the Liquid film reversal models of Shekhar et al (2017) can predict the status of 

unloaded wells with greater accuracy compared to other models under consideration. However, 

these models were observed to be inferior in predicting the onset of liquid loading in wells 

producing under loaded condition. The loading wells can be predicted with reasonable accuracy 

using Barnea’s model which have shown accuracy up to 81% followed by Luo et al (2014) with 

an accuracy of 74%. 

 
Fig. 4.5 - Critical Gas flow rate prediction accuracy from the Liquid loading models using 

Turner et al (1969) data. 

4.1.2 Coleman et al. (1991) Data. 

Coleman et al. (1991) published data from 56 gas wells with low wellhead pressure below 500 

psia producing both water and condensate. They also reported the minimum gas flow rate required 

to initiate liquid loading in gas wells. This was achieved by adjusting the wellhead pressure to 

force all the wells to loading condition. The reported minimum flow rate is different from the 

Turner’s actual flow rate who reported the current gas rate  and the loading status of the well. 

Therefore, for accurate prediction of  critical gas rate from the considered liquid loading models, 
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the plot of 𝑞𝑎𝑐𝑡𝑢𝑎𝑙 against  𝑞𝑐𝑟𝑖𝑡 from the model predictions should fall at, or slightly below the 

45° boundary line separating the loaded and the unloaded region.  

Since the reported wells produce both water and condensate, the model predictions were 

accomplished  considering that the heavier liquid phase (water) as the primary source of liquid 

accumulation in the well. The basis of this assumption was verified by (Sutton et al. 2010) who 

stated that, equilibrium water vapor from the reservoir is always produced in all gas wells. These 

water vapor condenses out of gas in the tubing as the pressure and temperature decreases from the 

bottom of the well to the surface. The resulting critical gas rate from the droplet model of Turner 

and the considered liquid film reversal models of Barnea, Luo and Shekhar were compared to the 

actual gas rate as shown in Fig. 4.6.  

The model comparison against the well data reported by Coleman et al. (1991) shows that the 

liquid droplet reversal model of Turner et al. (1969) without a 20% adjustment as proposed by 

Coleman et al. (1991) could better predict the loading condition of vertical wells with wellhead 

pressure below 500 psia as compared to the liquid film reversal models. For the Turner’s model, 

most of the data points are observed to fall slightly below or above the 45° line which is a good 

indication of best fit of the data points to the boundary line separating the loading and unloading 

region.  The liquid film reversal models did not show a best match to the actual well data with the 

Barnea’s model being the worst in comparison to the Luo’s and Shekhar’s models.   

To assess the accuracy of the model against the field data, the Root mean square error (RMSE) 

was calculated for each model using Eqn. (44). RMSE is used as a measure of accuracy for which 

a perfect fit is achieved when its value is equal to 0 (never achieved in practice). The lower the 

RMSE, the greater the accuracy of the model prediction.  RMSE was used instead of the percentage 

accuracy used in the Turner’s data because of the difference in the reported actual gas flow rates. 

The minimum flow rate reported in the Coleman’s data requires the gas rate predictions from the 

liquid loading models to fit in the 45° line, while the current gas rate and the loading status reported 

in the Turner’s data requires the predictions to fall either above a 45° line for unloading wells or 

below the line a 45° line for loading wells. The results are as shown in Fig. 4.7. 

 𝑅𝑀𝑆𝐸 = 100% 𝑥 √
1

𝑛
∑(

𝑞𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 − 𝑞𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑
𝑞𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑

)
2

𝑛

𝑖=1

 (44) 
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Fig. 4.6 - Comparison of critical flow rate predicted using Liquid loading model of Turner et al 

(1969), Barnea et al (1986,1987), Luo et al (2014) and Shekhar et al (2017) using Coleman’s data 

set.  

It can be clearly observed from Fig. 4.7 that the prediction from Turner’s model has lower RMSE 

as compared to the liquid film reversal models. This is an indication that the droplet model of 

Turner et al. (1969) can still be used to predict the onset of liquid loading with reasonable accuracy 

than the film reversal models for vertical wells with wellhead pressure below 500 psia, though the 

deviation from the actual well data is significant. By Comparing the Liquid film reversal models, 

the prediction from Barnea’s model is the worst of all film models having the RMSE of 170 which 

is greater than all the compared liquid film reversal models while the predictions from the Luo’s 

model shows better accuracy compared to all considered film reversal models. 
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Fig. 4.7- Comparison of model accuracy in predicting liquid loading using Coleman et al (1991) 

data. 

 

4.1.3 Veeken  et al. (2010) Data 

Veeken  et al. (2010) reported a total of 67 gas  wells from the offshore North sea . Their wells 

have large tubing size in the range of 2 to 6 inches and the inclination angle in the range of 0 to 

64° from the vertical. The wells produce both water and condensate and most of the produced 

liquid comes from condensation of water. Similar to Coleman’s data, they reported the minimum 

gas flow rate below which the wells will be producing under loaded condition. That means the 

critical gas rate prediction from the models should fall at, or slightly below or above the 45° line 

in the plot of 𝑞𝑎𝑐𝑡𝑢𝑎𝑙   against 𝑞𝑐𝑟𝑖𝑡 . Their data has no information concerning the daily liquid 

production, therefore a constant liquid production of 5bbl/MMcf was assumed. 
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Fig. 4.8 - Actual gas rate vs Calculated gas Flow rate for different models using Veeken et al 

(2010) data. 

The comparison of the model prediction against the actual field data using Veeken et al. (2010) 

data shown in Fig. 4.8 indicates that the liquid film reversal model of Shekhar et al. (2017) was 

observed to predict most of the wells to be producing under loaded condition but slightly closer to 

boundary line separating the loading and unloading region (45° line). The predictions from the 

liquid droplet reversal model of Turner et al. (1969) were also observed to predict most of the 

wells to be producing under unloaded condition as the points fall slightly above the 45° line. The 

film reversal models of Barnea (1986,1987) and Luo et al. (2014) were observed to predict that 

the wells are producing under loaded conditions but most of the wells were observed to fall away 

from the 45° line. Since the accuracy of the model prediction increases as the points fall closer to 

the 45° line, then the model prediction far from the boundary line is an indication of the model 

failure to predict the critical velocity. 
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In order to identify the most accurate model out of the models compared, the RMSE was computed 

for each model as shown in Fig. 4.9 . The film reversal model of Shekhar et al.  (2017) was observed 

to be superior in predicting the onset of liquid loading with the RMSE of 33% which is lower than 

all the models under comparison. The predictions from Turner’s model follows after the Shekhar 

model with the RMSE of 42%.  Both the film reversal model of Luo and Barnea were observed to 

be conservative with the Luo’s model having the highest RMSE of 71% as compared to that of 

Barnea’s model which have the RMSE of 56%. Their predictions shows that the wells are loaded 

and most of the points fall away from the boundary line. Based on these observations, the Shekhar 

et al. (2017) model can better predict the onset of liquid loading for deviated wells with larger 

diameter in the range of 2 to 6 inches.  

 

Fig. 4.9 - Comparison of model accuracy in predicting liquid loading using Veeken et al (2010) 

data. 
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4.2 Effect of droplet entrainment in the model of Luo et al. (2014). 

Film reversal models are derived considering the fact that, liquid is transported as film along the 

walls of the tubing. However, the turbulence nature of gas flow induces the shear force at the gas-

liquid film interface resulting to the formation of liquid droplets that are transported in the gas 

core. The fraction of droplets entrained in the gas core depends on the relative velocity and the 

properties of the flowing fluid phases. Most of the existing film reversal models assumes that all 

liquid is transported in the form of film neglecting the droplets entrained in the gas core. This 

assumption has been found to over-estimate the film thickness as well as the calculated critical gas 

velocity.  

In this section, the effect of droplet entrainment in the gas core in the Luo’s model was examined. 

This was done by using Well-1 and Well-2 data published by Belfroid et al. (2008). The fraction 

of liquid droplets entrainment in the gas core (𝑓𝐸) was varied from 0 to 1. When 𝑓𝐸 = 0, the liquid 

flow is completely in film and when 𝑓𝐸  is closer to 1, the liquid is transported as droplets entrained 

in the gas core. It was assumed that the total mass flow of liquid is conserved as the part of liquid 

film is converted to the droplets by the shear force acting on the liquid-gas interface.  The plots of 

gas superficial velocity against 𝑓𝐸  for both Well-1 and Well-2 are as shown below; 

 

Fig. 4.10 - Effect of droplet entrainment in the gas core on critical 𝑉𝑠𝑔 for vertical well (WELL- 1) 
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The results presented in Fig. 4.10 and Fig. 4.11  shows that, as the fraction of droplets in the gas 

core increases from 0 to 1, the  critical gas superficial velocity decreases accordingly. The decrease 

in gas superficial velocity with increasing 𝑓𝐸  is triggered by the reduction in film thickness around 

the circumferential position of the pipe making easier for the liquid to be transported to the surface. 

Contingent to the magnitude of shear force induced at the gas-liquid film interface which controls 

the amount of droplets in the gas core, the critical velocity calculated without droplet entrainment 

can be up to approximately 18% higher than when the droplets entrainment is considered.  

 

Fig. 4.11- Effect of droplet entrainment in the gas core on critical 𝑉𝑠𝑔 for vertical well (WELL- 2) 

In addition, the effect of deviation angle of the pipe on gas superficial velocity for different 

fractions of liquid droplets entrainment was studied for both Well-1 and Well-2 from the data 

shared by Belfroid et al (2008). The trends of both  Fig. 4.12 and Fig. 4.13 shows that, for  the 

fraction of droplets entrainment in the range of 0 to 0.5, the gas superficial velocity increases as 

the inclination angle changes from 0° to 30° and decreases from 30° to 90°. These observations 

match with the experimental observations of Van’t Westende (2008) which show that the 

maximum critical superficial gas velocity is observed at approximately 30° inclination angle. 

Under this condition, the film flow dominates the droplets flow and the flow pattern in the tubing 

is almost annular.  
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Fig. 4.12 - Effect of pipe deviation angle on gas superficial velocity at different fraction of droplets 

entrainment in the gas core (0° = Vertical) Well-1. 

 

Fig. 4.13 - Effect of pipe deviation angle on gas superficial velocity at different fraction of droplets 

entrainment in the gas core (0° = Vertical) Well-2. 

0

2

4

6

8

10

12

14

0 10 20 30 40 50 60 70 80 90

G
as

 S
u

p
er

fi
ci

al
 V

el
o

ci
ty

, V
sg

, [
m

/s
]

Deviation  Angle of the pipe, θ, [°]

FE=0 FE=0.2 FE=0.4 FE=0.5 FE=0.6 FE=0.8 FE=0.99

0

1

2

3

4

5

6

7

8

9

10

0 10 20 30 40 50 60 70 80 90

G
as

 S
u

p
er

fi
ci

al
 V

el
o

ci
ty

, V
sg

, [
m

/s
]

Deviation  Angle of the pipe, θ, [°]

FE=0 FE=0.2 FE=0.4 FE=0.5 FE=0.6 FE=0.8 FE=0.99



42 

 

As the deviation angle of the pipe changes from 0° to 30°, the influence of thicker film thickness 

at the lower circumferential position of the pipe dominates the reduction in gravitational gradient 

and the overall consequence is the increase in critical superficial gas velocity.  For deviation angle 

of the pipe in the range of 30º to 90º, the dramatic decrease in gravitational gradient dominates the 

effect of thicker film thickness at the bottom of the pipe thereby reducing the critical superficial 

gas velocity. At an inclination angle of 30° the difference in the critical gas velocity for the fraction 

of droplet entrainment between 0 and 1 is approximately 50%. 

 For the fraction of droplets entrainment above 0.5, the maximum gas superficial velocity is 

observed at an inclination angle of 0° (Vertical pipe) and minimum for nearly horizontal pipe. This 

is because the entrained droplets dominate the film flow and the flow pattern therefore change 

from annular to mist flow.  Under this condition, the gravitational gradient remains the only factor 

affecting the critical superficial velocity. As the inclination angle changes from 0° to 90° under 

mist flow regime, the gravitational gradient of the fluid phases decrease requiring lower energy 

for the liquid to be transported to the surface. This is the reason for the prediction of critical gas 

superficial velocity to decrease continuously with increasing inclination angle of the pipe.  

Based on the above observations, it is therefore important to consider the effect of droplets 

entrainment in the gas core to avoid the over-estimation of the critical superficial velocity in the 

film reversal models especially for high gas and liquid rate flowing wells. Luo et al. (2014) used 

the Wallis (1969) correlation defined in Eqn. (31) to compute the amount of droplet entrainment 

in the gas core at a given gas flow rate. The fraction of droplet entrainment estimated using this 

correlation is a function of gas superficial velocity and does not depend on the liquid superficial 

velocity. Using Belfroid et al (2008) well-1 data set, the superficial velocity map for the Luo et al. 

(2014) model with and without entrainment is shown in Fig. 4.14.  By using the Wallis (1969) 

correlation, the estimated fraction of droplets entrainment in the gas core was 0.04 which was 

constant with increasing liquid flow rate. The superficial velocity map shows a minor deviation on 

the critical superficial velocity calculated using the Luo et al model with and without entrainment. 

This due to smaller amount of droplets entrainment estimated using the Wallis (1969) correlation 

and has negligible effect compared to the liquid film. Since the Wallis (1969) correlation lacks the 

dependence with respect to liquid flow rate, it results to under-estimation of the fraction of droplets 

entrained in the gas core especially when the liquid flow rate is high in the well. The correlation 
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can also result into large errors when the fraction of droplets entrainment is above 0.5 (Berna  et 

al. 2015).  

 

Fig. 4.14 - Superficial velocity map for the Luo et al (2014) model with and without entrainment. 

To improve the prediction of entrainment, the correlations of Oliemans, et al. (1986) and (Ishii & 

Mishima, 1989) were used. These correlations capture the effect which the liquid flow rate has on 

the droplets entrainment. These correlations were then incorporated in the Luo, et al. (2014) model. 

The results shown in Fig. 4.15 shows that, for liquid superficial velocity (𝑉𝑠𝑙  ) below 0.001m/s, 

there is a minor deviation on the superficial velocity curves  estimated with and without  droplets 

entrainment. For  𝑉𝑠𝑙  above 0.001m/s, the fraction of droplets entrainment estimated with both 

Oliemans, et al. (1986) and (Ishii & Mishima, 1989) increases. These observations are similar to 

those presented in Fig. 4.10 and Fig. 4.11 that the critical gas velocity decreases with the increase 

in the fraction of droplets entrainment. The maximum observed percentage deviation between the 

Luo et al. model without entrainment and with Oliemans, et al. (1986) entrainment correlation is 

up to 15% and 13% with (Ishii & Mishima, 1989) entrainment correlation. However, (Ishii & 

Mishima, 1989) entrainment correlation  was derived using air/water data under low pressure in 

the range of 1-2.7 bar. This narrows the range of  its appicability especially for wellhead pressures 

above 2.7 bar. Due to this fact, the (Ishii & Mishima, 1989) correlation was discarded. 
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Fig. 4.15- Effect of entrainment correlation on the Luo et al 82014) model.  

The Oliemans, et al. (1986) entrainment correlation was developed using the Harwell Databank 

with 727 data points consisting of air/water, steam, and hydrocarbon flows under pressures in the 

range of 1-100 bar. Due to its wide range of pressures and its ability to capture the effect of liquid 

flow rate, this correlation was recommended in the Luo et al. (2014) model instead of the 

Wallis(1969) entrainment correlation.  This would reduce the over-prediction of the model up to 

15% especially when the relative velocity between gas and liquid phases is high enough to dislodge 

more droplets at the gas- liquid film interface. The Oliemans, et al. (1986) and (Ishii & Mishima, 

1989) entrainment correlations are shown in Eqn. (45) and Eqn. (46) respectively. 
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 𝐹𝐸 = tanh (7.25𝑥10
−7𝑊𝑒𝑔

1.25𝑅𝑙
0.25) (46) 

Where 𝑊𝑒𝑔  is the Gas Weber number defined by 𝑊𝑒𝑔 =
𝜌𝑔𝑉𝑠𝑔

2𝐷

𝜎
(
𝜌𝑙−𝜌𝑔

𝜌𝑔
)
0.25

and 𝑅𝑒𝑙 is th the 

Liquid Reynolds numbe defined by  𝑅𝑒𝑙 =
𝜌𝑔𝑉𝑠𝑙𝐷

𝜇𝑙
. 

4.3 Effect of droplet entrainment in the Shekhar et al (2017) model 

A comparison of the liquid loading models done in subsection 4.1.3 have revealed that the liquid 

film reversal model of Shekhar et al (2017) produces best results especially for deviated wells with   

large tubing sizes. Since the model was derived considering that all the liquid is transported as film 

along the walls of the tubing, the model was modified to include the effect of droplets entrainment. 

The  Oliemans, et al. (1986) entrainment correlation was incorporated in the Shekhar et al. (2017) 

to see if the model prediction of the onset of liquid loading can be improved any further.  

Based on the Veeken et al (2010) data, the critical gas superficial velocity was recomputed using 

Shekhar et al. (2017) with Oliemans, et al. (1986) droplet entrainment correlation. Upon including 

the entrainment correlation, the RMSE for the Shekhar et al. model was reduced from 33% to 29%. 

The performance of the model was compared to that of Luo et al (2014) with the same entrainment 

correlation, the RMSE from the Luo’s model was found to decrease from 71% to 60% as shown 

in Fig. 4.16. However, the predictions from the  Luo et al (2014) model are still conservative even 

after including the Oliemans, et al. (1986) droplet entrainment correlation . Lower RMSE value 

indicates that the Shekhar et al. (2017) model with the Oliemans, et al. (1986) droplet entrainment 

correlation can better predict the onset of liquid loading with greater accuracy than the original 

Shekhar et al. (2017) model, Turner et al (1969) model and the Luo et al. (2014) model with Wallis 

(1969) and Oliemans, et al. (1986) droplet entrainment correlations. 
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Fig. 4.16- Comparison of the liquid film reversal models with and without droplet entrainment. 

 

4.4 Liquid loading criteria along the wellbore 

4.4.1 Pressure traverse along the wellbore 

In the literature, most of the calculations involving prediction of the onset of liquid loading are 

done considering the evaluation point to be the wellhead. This is because when the gas well is 

producing, it is easier to measure the pressure and temperature at the wellhead as compared to that 

at the bottomhole. Measurements of pressure at any position along the tubing requires pressure 

gauges to be placed at a point of interest in the wellbore. This process is usually complex and time 

consuming especially for acquiring subsurface data while the well is flowing. This is the reason 

for most of the researchers to make some simplification for using the wellhead as the evaluation 

point of the onset of liquid loading instead of the bottomhole. Another reason for choosing the 

wellhead as the evaluation point is the occurrence of highest gas velocity at the wellhead as 

compared to any other point in the well. For continuous unloading of liquid in the well, the gas 
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velocity must be greater than the critical velocity. For lower pressure wells, if it is possible to 

achieve this condition at the wellhead where there is highest velocity, then all other positions along 

the tubing will be free from liquid loading. However, for deeper positions in the tubing, the 

pressure will be higher, density is higher, local gas rates are lower and gas velocity is lower. Thus, 

there is a higher risk of having liquid loading lower in the tubing.  

In this section the liquid loading criterial for different positions along the wellbore was evaluated. 

This was achieved by using the well data presented by (Zhou & Yuan, 2010) which are shown in 

Table 4.2.  There is no any information about the loading status of this well  which was indicated. 

Table 4.2 - WELL A flowing conditions. 

Parameter Value Units 

Production rate  1659.5 Mscf/D 

Perforation depth 8467 ft 

Tubing depth 8410 ft 

Tubing ID 2.441 in 

Casing ID 4.780 in 

Wellhead flowing pressure 1000 psig 

Wellhead Temperature 110 °F 

Bottomhole Temperature 166 °F 

Gas Gravity 0.66 - 

Water Gravity 1.07 - 

Condensate Gravity 48 API 

Water rate 10 bbl/MMscf 

Condensate rate 10 bbl/MMscf 

Using the well data presented in Table 4.2, the pressure drop calculation along the entire section 

of the wellbore was done by using (Gray, 1978) and (Beggs & Brill, 1973) correlations both 

programmed in excel VBA. The calculation procedures are as follows;  

(i) The temperature gradient along the entire section of the wellbore was estimated using 

Eqn. (47) for a given wellhead and reservoir temperature assuming a constant 

temperature loss with depth. 
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𝑑𝑇

𝑑𝑧
=
𝑇𝑅 − 𝑇𝑤ℎ
∆𝑧

 (47) 

Where 
𝑑𝑇

𝑑𝑧
  is the Temperature gradient [°F/ft], 𝑇𝑅 is the reservoir temperature [°F],  𝑇𝑤ℎ 

is the wellhead temperature [°F], ∆𝑧 is the difference in elevation between the wellhead 

and the bottomhole depth [ft].  

(ii) The entire section of the wellbore was then discretized into small segments of uniform 

or non-uniform length and the average temperature for each segment was calculated.  

(iii) Departing from a segment with known pressure and temperature, a pressure drop (∆P) 

between the end points of the considered segment was assumed (any guess is 

acceptable) and the average pressure of the segment was computed. 

(iv) The required fluid properties such as fluid viscosities, fluid volume factors, gas 

compressibility factor and gas solubility were evaluated using average values of 

pressure and temperature at the mid-point of considered segment using correlations 

presented in Table 8.1. 

(v) Using the detailed procedures described in Appendix A (for Gray correlation) and 

Appendix B (for Beggs and Brill correlation), the new value of ∆P was computed and 

compared to the previous value. If the difference between the new value and the 

previous values of ∆P does not fall within a pre-specified tolerance, the procedures are 

repeated with the previous value of ∆P replaced by the new value.  

(vi) The procedures are repeated until when the difference between the new and the 

previous values of ∆P falls within a pre-specified tolerance. The convergence ∆P is 

accepted as the pressure drop in the considered segment.  

(vii) The unknown pressure 𝑃2 in the segment is then computed as 𝑃2 =  𝑃1 + ∆𝑃 if 𝑃1 is a 

downstream pressure and 𝑃2 = 𝑃1 − ∆𝑃  if  𝑃1  is the upstream pressure. The computed 

end node pressure 𝑃2 in the current segment was then used as the input (𝑃1) to the next 

segment and the process were repeated in several segments until the end of the wellbore 

completion profile. 

The resulting pressure profile for the entire length of the wellbore using both Gray (1978) and 

(Beggs & Brill, 1973) correlations is as shown in Fig. 4.17. 
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Fig. 4.17 - Pressure profile for WELL-A estimated using Gray (1978) and (Beggs & Brill, 1973) 

correlations. 

The pressure profile calculated using both Gray (1978) and (Beggs & Brill, 1973) correlations 

shows a good match for well depth below 500ft and a minor deviation is observed for well depth 

above 500ft. The (Beggs & Brill, 1973) correlation checks for the flow pattern existing in every 

section assuming that the flow is horizontal. The liquid holdup is then corrected for other 

inclination angle of the pipe. This allows the flexibility in computation of friction and elevation 

gradient based on the flow patterns existing in the tubing. However, this correlation was derived 

for pipelines, it can over/under predict the pressure drop in vertical and deviated wells. Since 

WELL-A is vertical, a (Gray, 1978) correlation was adopted for calculating the pressure 

distribution along the entire section of wellbore. Gray (1978) correlation has been observed to 

provide good results in vertical wells especially for wells with condensate ratios up to 50 

bbl/MMscf. The prediction from Gray (1978) correlation were therefore accepted as the better 

prediction for pressure profile for WELL A. The results of pressure profile obtained from Gray 

correlation programmed in excel VBA were compared to the pressure profile predictions from the 
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commercial software (PROSPER simulation software) using similar correlation containing its 

internal PVT models to see if they match. The pressure profile from Excel VBA and PROSPER 

software were observed to overlap as shown in Fig. 4.18 which indicate that the predictions from 

Excel VBA are accurate. 

 

Fig. 4.18- Gray (1978) correlation pressure profile from Excel VBA and PROSPER simulation 

software  

4.4.2 Evaluation of liquid loading condition along the wellbore 

The pressure and temperature obtained from traverse calculations at all positions in the wellbore 

were used to compute the fluid volume factors (𝐵𝑔, 𝐵𝑜 𝑎𝑛𝑑 𝐵𝑤) at every point in the wellbore. The 

reported standard conditions gas, condensate and water production rates were converted to in-situ 

(local) production rates using the relevant equations described in Appendix A (Eqn. A-12 and A-

13). The gas and liquid superficial velocity were then computed by dividing the in-situ production 

rates to the cross-section area of the wellbore. The resulting liquid and gas superficial velocities 

were plotted against TVD as shown in Fig. 4.19. The gas superficial velocity was observed to 

decrease from 8.24ft/s at the wellhead (0ft) to 6.87ft/s at the end of the tubing depth (8410ft) and 

a dramatic decrease in  𝑉𝑠𝑔 from 6.87ft/s to 1.78ft/s in the perforation zone (8410-8467ft) due to 
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increase in diameter of the flow conduit from 2.441 to 4.78in. On the other hand, the Liquid 

superficial velocity was observed to increase slightly from 0.072 ft/s at the wellhead to 0.075ft/s 

at the end of the tubing section. A dramatic decrease in 𝑉𝑠𝑙 from 0.075 to 0.02ft/s was also observed 

in the perforated zone. The fact behind the decrease in 𝑉𝑠𝑔  and increase in 𝑉𝑠𝑙  from the wellhead 

to the bottomhole is due to condensation of some heavier gas components to liquid phase as the 

pressure and temperature increases with depth.  

 

Fig. 4.19- Gas and Liquid superficial velocity trends along the wellbore (WELL A) 

To evaluate the liquid loading criterial along the entire section of the wellbore, the liquid loading 

droplet model of Turner et al. (1989) and the modified film reversal models of Shekhar et al. (2017) 

were used to compute the critical gas velocity for vertical well. The resulting critical gas velocity 

(𝑉𝑠𝑔_𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙) from the loading models were compared to the current velocity (𝑉𝑠𝑔_𝑎𝑐𝑡𝑢𝑎𝑙)  at every 

position in the wellbore. If it happen at any position in the tubing that  𝑉𝑠𝑔_𝑎𝑐𝑡𝑢𝑎𝑙 is greater than 

𝑉𝑠𝑔_𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙, the well is unloaded, otherwise the well is loaded up. 

 As it can be seen in Fig. 4.20, For the Turner’s model 𝑉𝑠𝑔_𝑎𝑐𝑡𝑢𝑎𝑙 > 𝑉𝑠𝑔_𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 along the tubing 

section and vice versa in the perforation zone. This indicates that the wells is unloaded along the 

entire section of the tubing while it is loaded in the perforation zone.  
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The predictions from the modified Shekhar et al. (2017) model shows that the well is unloaded 

from the wellhead to the well depth of approximately 1000 ft since 𝑉𝑠𝑔_𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 < 𝑉𝑠𝑔_𝑎𝑐𝑡𝑢𝑎𝑙  and 

then changes to loaded status for the well depth greater than 1000 ft. Therefore, in order to come 

up with a precise conclusion that the well is loaded or unloaded, it is very important to evaluate 

the liquid loading status of the well at both the wellhead and the bottomhole. The well will be 

unloaded only if at any position of the tubing the critical gas superficial velocity calculated from 

the loading models is less than the current gas superficial velocity observed in the tubing, otherwise 

the well will be loaded up. 

 

Fig. 4.20 - Liquid loading status along the entire section of the wellbore for vertical well. 

Similar calculations were repeated for a gas well with deviation angles of 10°, 30° and 60° from 

the vertical as shown in Fig. 4.21. The results from the Turner’s model shows a similar trend since 

it is independent of the deviation angle of the well. Therefore, for all deviation angle of the tubing, 

the predictions shows that the well is unloaded along the tubing section and loaded up along the 

perforation zone. 
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The results from the modified Shekhar et al. (2017) model for all deviation angles of the pipe 

(except for vertical pipe) shows that the well is loaded along the entire section of the tubing and 

the perforation zone. At 30° deviation angle of the pipe, the model predicts the highest critical gas 

velocity as compared to any other deviation angle of the pipe. 

 

Fig. 4.21: Evaluation of liquid loading status for gas well with deviation angle of 0°, 10°, 30° and 

60° from the vertical 
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5.0 CONCLUSION AND RECOMMENDATIONS 

5.1 CONCLUSION 

Upon comparing the liquid droplet reversal model of Turner et al. (1969) and the liquid film 

reversal models of Barnea (1986,1987), Luo et al. (2014) and Shekhar et al. (2017), the following 

conclusions can be drawn. 

1. The Turner’s model can predict with a good accuracy (up to 100%) the loading condition 

and status of the vertical wells producing under unloaded conditions. However, the model 

was found to under-estimates the critical flow rate for wells producing under loaded 

conditions. 

2.  The liquid film reversal model of Shekhar et al. (2017) was observed to better predict the 

critical gas velocity for the deviated wells with large diameters in the range of 2 to 6 inches 

as compared to other film reversal models of Barnea and Luo et al. (2014). 

3. The study on the effect of droplet entrainment in the film reversal models have revealed 

that the critical velocity can be over-predicted by up to 18% if the liquid is regarded to be 

flowing as a film around the walls of the pipe and neglecting the effect of droplets 

entrainment in the gas core which is a result of liquid film dislodge by the shear force 

occurring at the gas-liquid film interface.  

4. Based on the Veeken et al. (2010) field data, the use of the Oliemans et al. (1986) instead 

of Wallis (1969) entrainment correlation in the Luo et al. (2014) was observed to reduce 

the Root mean square error (RMSE) by 15%. Despite these improvements, the Luo’s model 

still over-predicts the critical gas velocity. 

5. The Shekhar et al. (2017) model was modified to include the (Oliemans et al. 1986) 

droplets entrainment correlation, the RMSE was found to decrease by 12% as compared to 

the Original Shekhar et al. (2017) model. The modified Shekhar model was therefore 

observed to better predict the onset of liquid loading than all other models compared under 

this study. 

6. The study on the liquid loading criterial along the entire section of the well using the Turner 

and the modified Shekhar et al. (2017) model have revealed that, the evaluation point of 

the onset should be done at both the wellhead and the bottomhole so that a precise 

conclusion of whether the well is loaded or unloaded can be derived. 
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5.2 RECOMMENDATIONS 

The following recommendations were suggested. 

1. The film reversal models are based on the fact that liquid loading occurs immediately after 

the transition from annular to slug flow. Further experimental studies should be done to 

investigate the effect transition from annular to other flow patterns if they have similar 

effect to the slug flow.  

2. Though the modified Shekhar et al (2017) model was found to better predict the onset of 

liquid loading as compared to other models, the RMSE was still significant. Further studies 

on the friction factor and the droplet entrainment correlation should be done to further 

increase the model accuracy. 

3. The evaluation point of the onset of liquid loading should be done at both the wellhead and 

the bottomhole. Therefore, proper selection of the correlations used for pressure traverse 

calculations along the pipe is required to match with the conditions of the well. 
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6.0 NOMENCLATURE 

Symbol Meaning SI units Field units 

D Pipe diameter m inch 

𝑓𝑜 Fraction of condensate in total liquid - - 

𝑓𝑤 Fraction of water in total liquid - - 

𝑓𝐸  Fraction of droplets entrained in gas core - - 

𝑔 Acceleration due to gravity m/s2 ft/s2 

𝑔𝑐 Gravitational conversion constant Kgm/Ns2 lbm-ft/lbf-s2 

P Pressure bara psia 

𝑃𝑠𝑐 Pressure at standard conditions bara psia 

𝑞𝑔 In situ gas flow rate m3/D Mcf/D 

𝑞𝑔̅ Gas flow rate at standard conditions Sm3/D Mscf/D 

𝑞𝑂 In situ Condensate flow rate m3/D Mcf/D 

𝑞𝑂̅ Condensate flow rate at standard conditions Sm3/D Mscf/D 

𝑞𝑤 In situ water flow rate m3/D Mcf/D 

𝑞𝑤̅ Water flow rate at standard conditions Sm3/D Mscf/D 

𝑞𝑙 Total liquid in situ flow rate m3/D Mcf/D 

T Temperature bara psia 

𝑇𝑠𝑐 Temperature at standard conditions °C °F 

𝑉𝑔 In situ gas velocity m/s ft/s 

𝑉𝑙 In situ liquid velocity m/s ft/s 

𝑉𝑠𝑔 Gas superficial velocity m/s ft/s 

𝑉𝑠𝑙 Liquid superficial velocity m/s ft/s 

Z Gas compressibility factor - - 

𝜌𝑔 Gas density Kg/m3 lbm/ft3 

𝜌𝑙 Liquid density Kg/m3 lbm/ft3 

𝜌𝑜 Condensate density Kg/m3 lbm/ft3 

𝜌𝑤 Water density Kg/m3 lbm/ft3 

𝜃 Inclination angle of the pipe from the horizontal Degrees Degrees 

𝜎𝑜 Surface tension of condensate N/m dynes/cm 

𝜎𝑤 Surface tension of water N/m dynes/cm 

𝛿 Liquid film thickness m inch 

𝛿̅ Dimensionless liquid film thickness - - 

𝛿𝑇 Dimensionless critical film thickness - - 

𝛿𝑎𝑣𝑔𝑙 Average dimensionless Film thickness - - 

 

Abbreviations 

GRL          Gas Liquid Ratio 

RMSE       Root mean square error (%) 

TVD         True vertical depth 

VBA         Visual Basic for Applications 

WHFP       Wellhead Flowing Pressure       
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8.0 APPENDICES 

APPENDIX A:  

Pressure traverse in the tubing by using Gray Correlations 

The pressure gradient is given by  

𝑑𝑝

𝑑𝑧
=
𝑔𝜌𝑚
144𝑔𝑐

+
2𝑓𝑡𝑝𝑉𝑚

2𝜌𝑛𝑠

144𝑔𝑐𝐷
 

The calculation procedures are as follows; 

1. Discretize the flow string into finite number of segments and identify the midpoint of each 

segment. 

2. Depart from a segment with known pressure and temperature and assume a value of pressure 

drop (∆𝑃) between the end points of a segment under consideration. Calculate the average 

pressure and temperature. 

𝑃𝑎𝑣 = 𝑃1 +
∆𝑃

2
  if P1 is the downstream pressure  

𝑃𝑎𝑣 = 𝑃1 −
∆𝑃

2
  if P1 is the upstream pressure  

𝑇𝑎𝑣 = 𝑇1 +
𝑑𝑇

𝑑𝑧
𝑥
∆𝑍

2
  where ∆𝑧 = 𝑧2 − 𝑧1, 

𝑑𝑇

𝑑𝑧
 is the temperature gradient. 

3. Using the correlations listed in Table 8.1, calculate the fluid properties  𝑅𝑠 , 𝐵𝑜, 𝐵𝑤, 𝐵𝑔, 𝜇𝑜 , 𝜇𝑤, 

𝜇𝑔 and  𝑍𝑔 at the average pressure and Temperature (𝑃𝑎𝑣, 𝑇𝑎𝑣). 

 

Table 8.1 - Methods and Correlations used for Predictions of fluid properties 

Parameter Units Correlation 

𝑅𝑠 scf/stb (Standing, 1981) 

𝐵𝑜 [-] (Standing, 1981) 

𝜇𝑜 cp (Beggs & Robinson, 1975) 

𝐵𝑤 [-] (McCain, 1990) 

𝜇𝑔 cp (Lee et al. 1966) 

𝐵𝑔 [-] Gas law 

𝜇𝑤 cp (Beggs & Brill, 1974) 

Zg [-] (Hall & Yarborough, 1973) 

 

4. Calculate the Gas and Liquid density 

(i) 𝜌𝑔 =
2.7𝛾𝑔𝑃𝑎𝑣

𝑍𝑇
 

 

(ii) 𝜌𝐿 = 𝜌𝑂𝑓𝑜 + 𝜌𝑤𝑓𝑤 

𝑓𝑜 =
𝑞𝑜̅

𝑞𝑜̅ + 𝑞𝑤̅
      

  𝑓𝑤 = 1 − 𝑓𝑜 

(A-1) 

(A-2) 

(A-3) 

(A-4) 

(A-5) 

(A-6) 

(A-7) 

(A-8) 
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𝜌𝑤 =
350𝛾𝑜 + 0.0764𝑅𝑠𝛾𝑔

5.615𝐵𝑜
        

𝜌𝑜 =
350𝛾𝑜 + 0.0764𝑅𝑠𝛾𝑔

5.615𝐵𝑜
        

𝛾𝑜 =
141.5

131.5 + 𝐴𝑃𝐼
 

5. Calculate the in-situ gas and liquid flow rates 

𝑞𝑔 = 1.16𝑥10
−2 𝑞𝑔̅𝐵𝑔 

𝑞𝑙 = 6.498𝑥10
−5(𝑞𝑜̅𝐵𝑜 + 𝑞𝑤̅𝐵𝑤) 

6. Calculate the in-situ liquid, gas and mixture superficial  

𝐴 =
𝜋𝐷2

4𝑥144
 

𝑉𝑠𝑙 =
𝑞𝑙
𝐴⁄  

𝑉𝑠𝑔 =
𝑞𝑔
𝐴⁄  

𝑉𝑚 = 𝑉𝑠𝑙 + 𝑉𝑠𝑔 

7. Calculate the Volumetric Liquid fraction (No slip Liquid holdup) 

  𝜆𝐿 =
𝑉𝑠𝑙

𝑉𝑚
 

8. Calculate the non-slip density (𝜌𝑛𝑠) and the non-slip fluid viscosity (𝜇𝑛𝑠) 
𝜌𝑛𝑠 = 𝜌𝐿𝜆𝐿 + (1 − 𝜆𝐿)𝜌𝑔 

𝜇𝑛𝑠 = 𝜇𝐿𝜆𝐿 + (1 − 𝜆𝐿)𝜇𝑔 

Where 𝜇𝐿 = 𝜇𝑜𝑓𝑜 + 𝜇𝑤𝑓𝑤 

 

9. Determine the dimensionless variables, Velocity number (N1), Nominal diameter (N2), 

Ratio of liquid to gas superficial velocity. 

𝑁1 =
𝜌𝑛𝑠

2𝑉𝑚
4

𝑔𝜎(𝜌𝑙 − 𝜌𝑔)
 

𝑁2 =
𝑔𝐷2(𝜌𝑙 − 𝜌𝑔)

𝜎
 

𝑅𝑣 =
𝑉𝑠𝑙
𝑉𝑠𝑔

 

 

10. Calculate the in-situ Liquid holdup (𝐸𝐿) 

𝐸𝐿 = 1 − (1 − 𝜆)(1 − 𝑒
𝑓1) 

𝑓1 = −2.314 [𝑁1 {1 +
205

𝑁2
}]
𝑁3

 

𝑁3 = 0.0814 [1 − 0.00554𝑙𝑛 {1 +
730𝑅𝑣
𝑅𝑣 + 1

}] 

 

11. Calculate the mixture (two-phase) density as; 

𝜌𝑚 = 𝜌𝐿𝐸𝐿 + (1 − 𝐸𝐿)𝜌𝑔 

(A-9) 

(A-10) 

(A-11) 

(A-12) 

(A-13) 

(A-14) 

(A-15) 

(A-16) 

(A-17) 

(A-18) 

(A-19) 

(A-20) 

(A-21) 

(A-22) 

(A-23) 

(A-24) 

(A-25) 

(A-26) 

(A-27) 
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12.  Calculation of friction pressure loss. 

12.1.  Calculate the effective roughness of the pipe (𝑘𝑒) 

𝑘𝑒 = {

𝑘𝑜 ,                          𝑅𝑣 ≥ 0.007

𝑘 + 𝑅𝑣 {
𝑘𝑜 − 𝑘

0.007
},         𝑅𝑣 < 0.007

 

𝑘𝑜 =
28.5𝜎

𝜌𝑛𝑠𝑉𝑚
2 

12.2.  Calculate the mixture Reynolds number 

𝑁𝑅𝑒𝑚 =
𝜌𝑚𝑉𝑚𝐷

𝜇𝑛𝑠
  

12.3.  Use Chen (1979) equation to calculate the two-phase friction factor 

𝑓𝑡𝑝 = {−2𝑙𝑜𝑔 [
𝜀

3.7065
−
5.0452

𝑁𝑅𝑒𝑚
𝑙𝑜𝑔 (

𝜀1.1098

2.8257
+

5.8506

𝑁𝑅𝑒𝑚
0.8981)]}

−2

 

13. Calculate the pressure drop ∆𝑃  using the following equation. 

∆𝑃 = (
𝑔𝜌𝑚
144𝑔𝑐

+
2𝑓𝑡𝑝𝑉𝑚

2𝜌𝑛𝑠

144𝑔𝑐𝐷
)∆𝑍 

 

14. The calculated current  ∆𝑃  is compared to the previous ∆𝑃 . If the different does not fall 

within a predefined tolerance, the procedures in step 2 to 13 are repeated with ∆𝑃 found in 

step 13 being the new pressure drop. If the difference falls within a pre-defined tolerance, 

the current ∆𝑃 is accepted and P2 is calculated as 𝑃1 ± ∆𝑃. These values are then used as 

inputs to the next segment and the process is repeated in a several segments until the end of 

the completion profile. 
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APPENDIX B:  

Pressure traverse in the tubing by using Beggs and Brill Correlations 

The pressure gradient is given by 

∆𝑃

∆𝑧
=

𝑔
𝑔𝑐
𝜌𝑡𝑝𝑠𝑖𝑛𝜃 +

𝑓𝑡𝑝𝜌𝑛𝑠𝑉𝑚
2

2𝑔𝑐𝐷

1 −
𝜌𝑡𝑝𝑉𝑚𝑉𝑠𝑔
𝑔𝑐𝑃𝑎𝑣

 

The calculation procedures are as follows; 

1. Discretize the flow string into finite number of segments and identify the midpoint of each 

segment. 

2. Depart from a segment with known pressure and temperature and assume a value of pressure 

drop (∆𝑃) between the end points of a segment under consideration. Calculate the average 

pressure and temperature. 

𝑃𝑎𝑣 = 𝑃1 +
∆𝑃

2
  if P1 is the downstream pressure  

𝑃𝑎𝑣 = 𝑃1 −
∆𝑃

2
  if P1 is the upstream pressure  

𝑇𝑎𝑣 = 𝑇1 +
𝑑𝑇

𝑑𝑧
𝑥
∆𝑍

2
  where ∆𝑧 = 𝑧2 − 𝑧1, 

𝑑𝑇

𝑑𝑧
 is the temperature gradient. 

3. Using the correlations listed in Table 8.1, calculate 𝑅𝑠 , 𝐵𝑜, 𝐵𝑤, 𝐵𝑔, 𝜇𝑜 , 𝜇𝑤, 𝜇𝑔 and  𝑍𝑔 at 

average values of pressure and Temperature  𝑃𝑎𝑣, and  𝑇𝑎𝑣 

 

4. Calculate the Gas and Liquid density 

(iii) 𝜌𝑔 =
2.7𝛾𝑔𝑃𝑎𝑣

𝑍𝑇
 

 

(iv) 𝜌𝐿 = 𝜌𝑂𝑓𝑜 + 𝜌𝑤𝑓𝑤 

𝑓𝑜 =
𝑞𝑜̅

𝑞𝑜̅ + 𝑞𝑤̅
      

  𝑓𝑤 = 1 − 𝑓𝑜 

𝜌𝑤 =
350𝛾𝑜 + 0.0764𝑅𝑠𝛾𝑔

5.615𝐵𝑜
        

𝜌𝑜 =
350𝛾𝑜 + 0.0764𝑅𝑠𝛾𝑔

5.615𝐵𝑜
        

𝛾𝑜 =
141.5

131.5 + 𝐴𝑃𝐼
 

5. Calculate the in-situ gas and liquid and gas flow rates 

𝑞𝑔 = 1.16𝑥10
−2 𝑞𝑔̅𝐵𝑔 

𝑞𝑙 = 6.498𝑥10
−5(𝑞𝑜̅𝐵𝑜 + 𝑞𝑤̅𝐵𝑤) 

6. Calculate the in-situ liquid, gas and mixture superficial  

𝐴 =
𝜋𝐷2

4𝑥144
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𝑉𝑠𝑙 =
𝑞𝑙
𝐴⁄  

𝑉𝑠𝑔 =
𝑞𝑔
𝐴⁄  

𝑉𝑚 = 𝑉𝑠𝑙 + 𝑉𝑠𝑔 

7. Calculate the Volumetric Liquid fraction (No slip Liquid holdup) 

  𝜆𝐿 =
𝑉𝑠𝑙

𝑉𝑚
 

8. Calculate the two-phase Froude number (NFR) and Liquid velocity number (NLV) 

𝑁𝐹𝑅 =
𝑉𝑚
2

𝑔𝑥(
𝐷

12
)
,             𝑁𝐿𝑉 = 1.938𝑉𝑠𝑙 (

𝜌𝐿

𝜎𝐿
)
0.25

        

   Where 

  𝜎𝐿 = 𝜎𝑜𝑓𝑜 + 𝜎𝑤𝑓𝑤 

 

9. Determine the flow pattern which would exist if the flow were horizontal  

9.1.Calculate the limiting parameters 

   𝐿1 = 316𝜆𝐿
0.302

 

   𝐿2 = 0.0009252𝜆𝐿
−2.4684

 

   𝐿3 = 0.1𝜆𝐿
−1.4516

 

   𝐿4 = 0.5𝜆𝐿
−6.738

 

9.2. Use the following limiting parameters to determine the flow pattern 

Segregated: 

     𝜆𝐿 < 0.001 and 𝑁𝐹𝑅 < 𝐿1   

                  Or 

𝜆𝐿 ≥ 0.001 and 𝑁𝐹𝑅 < 𝐿2   

Transition:  

     𝜆𝐿 ≥ 0.001 and 𝐿2   < 𝑁𝐹𝑅 < 𝐿3   

Intermittent: 

     0.01 ≤ 𝜆𝐿 < 0.4 and 𝐿3   < 𝑁𝐹𝑅 ≤ 𝐿1   

                  Or 

𝜆𝐿 ≥ 0.4 and 𝐿3   < 𝑁𝐹𝑅 ≤ 𝐿4   

Distributed: 

     𝜆𝐿 < 0.4 and 𝑁𝐹𝑅 ≥ 𝐿1   

                  Or 

𝜆𝐿 ≥ 0.4 and 𝑁𝐹𝑅 > 𝐿4   

10. Calculate the horizontal holdup HL(O) 

 𝐻𝐿(𝑂) =
𝑎𝜆𝐿

𝑏

𝑁𝐹𝑅
𝑐 

11. Calculate the Inclination correction factor coefficient (C) 

𝐶 = (1 − 𝜆𝐿)𝐿𝑛(𝑑𝜆𝐿
𝑒𝑁𝐿𝑉

𝑓
𝑁𝐹𝑅
𝑔
) 

The constants a, b, c, d, e, f and g are dependent on the flow pattern as shown in Table 2. 

12. Calculate the liquid holdup inclination correction factor 
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 𝜓 = 1 + 𝐶[𝑠𝑖𝑛(1.8𝜃) − 0.333𝑠𝑖𝑛3(1.8𝜃)] 

Where 𝜃 is the deviation angle of the pipe from the horizontal axis 

Table 8.2 - Flow pattern constants 

Flow Pattern a b c 

Segregated 0.98 0.4846 0.0868 

Intermittent 0.845 0.5351 0.0173 

Distributed 1.065 0.5824 0.0609 

 

 d e f g 

Segregated uphill 0.011 -3.768 3.539 -1.614 

Intermittent uphill 2.96 0.305 -0.4473 0.0978 

Distributed uphill No correction                     C= 0 

All flow pattern downhill 4.70 -0.3692 0.1244 -0.5056 

 

13. Calculate the liquid holdup  

For segregated, intermittent and distributed flow pattern, 

  𝐻𝐿(𝜃) = 𝜓𝐻𝐿(𝑂) 

When the flow pattern is transition, the liquid holdup is taken as the average as follows; 

  𝐻𝐿𝜃,𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛 = (1 − 𝐵)𝐻𝐿𝜃,𝑠𝑒𝑔𝑟𝑒𝑔𝑎𝑡𝑒 + 𝐵𝐻𝐿𝜃,𝐼𝑛𝑡𝑒𝑟𝑚𝑖𝑡𝑡𝑒𝑛𝑡 

𝐵 =
𝐿3 − 𝑁𝐹𝑅
𝐿3 − 𝐿2

 

14. Calculate the two-phase mixture density 

𝜌𝑡𝑝 = 𝜌𝐿𝐻𝐿𝜃 + 𝜌𝑔(1 − 𝐻𝐿𝜃) 

15. Determine the no-slip Reynolds number (NRens) 

                           Non-slip fluid density  

                                     𝜌𝑛𝑠 = 𝜌𝐿𝜆𝐿 + (1 − 𝜆𝐿)𝜌𝑔 

                             Non-slip fluid viscosity (lbm/ft-sec) 

                                     𝜇𝑛𝑠 = 6.72 ∗  10
−4 [𝜇𝐿𝜆𝐿 + (1 − 𝜆𝐿)𝜇𝑔] 

                              Non-slip Reynold’s number 

𝑁𝑅𝑒𝑛𝑠 =
𝜌𝑛𝑠𝑉𝑚
𝜇𝑛𝑠

(
𝐷

12
) 

16. Calculate the non-slip friction factor 

𝑓𝑛𝑠 = [2𝐿𝑜𝑔 (
𝑁𝑅𝑒𝑛𝑠

4.5223𝐿𝑜𝑔𝑁𝑅𝑒𝑛𝑠 − 3.8215
)]
−2

 

17. Calculate the parameter S 

𝑆 =
𝐿𝑛(𝑦)

−0.0523 + 3.182𝐿𝑛(𝑦) − 0.8725[𝐿𝑛(𝑦)]2 + 0.01853[𝐿𝑛(𝑦)]4
 

For 𝑦 ≤ 1, 𝑦 ≥ 1.2 

Where 𝑦 =
𝜆𝐿

𝐻𝐿𝜃
2 
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For 1 < 𝑦 < 1.2, S is calculated from; 

𝑆 = 𝐿𝑛(2.2𝑦 − 1.2) 

18. Calculate the two-phase friction factor 

𝑓𝑡𝑝 = 𝑓𝑛𝑠𝑒
𝑆 

19. Determine ∆𝑃 using the equation  

∆𝑃 =

(

 
 
𝑔
𝑔𝑐
𝜌𝑡𝑝𝑠𝑖𝑛𝜃 +

𝑓𝑡𝑝𝜌𝑛𝑠𝑉𝑚
2

2𝑔𝑐𝐷

1 −
𝜌𝑡𝑝𝑉𝑚𝑉𝑠𝑔
𝑔𝑐𝑃𝑎𝑣

)

 
 
∆𝑍 

20. The calculated current  ∆𝑃  is compared to the previous ∆𝑃 . If the different does not fall 

within a predefined tolerance, the procedures in step 2 to 19 are repeated with ∆𝑃 found in 

step 19 being the new pressure drop. If the difference falls within a pre-defined tolerance, 

the current ∆𝑃 is accepted and P2 is calculated as 𝑃1 ± ∆𝑃. These values are then used as 

inputs to the next segment and the process is repeated in a several segments until the end of 

the completion profile. 
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