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C̄ðxi;xk; tÞ and the artificial data C̄o ðxi;xk; tÞ attains its global
maximum (Luo and Schuster, 1991; Dahlen et al., 2000):

ΔT ikðmÞ ¼ argmax

Z
C̄o ðxi;xk; tÞC̄ðxi;xk; t þ τÞdt: (6)

The traveltime difference ΔT ikðmÞ is negative when the syn-
thetic C̄ðxi;xk; tÞ arrives earlier than the artificial data C̄o ðxi;xk; tÞ,
and vice versa.
Figure 8 displays ΔT ikðmÞ as a function of receiver pair azimuth

for July 21 and July 22, 2014. The traveltime differences oscillate
between −10 and 10 ms with a quasi-period of approximately 30°.
Notable differences on the order of 5 ms exist between the two days.
Because artificial data and synthetics have been computed for the
same homogeneous earth model m, the traveltime differences re-
present a systematic error induced by the heterogeneous distribution
of noise sources.

Static apparent earth structure

As shown in Figure 8, average traveltime differences of approx-
imately 5 ms can be observed over an average interstation distance
of approximately 1000 m in the SWIM array. This translates into
apparent velocity variations of approximately 0.5 m/s spread over
the complete interstation distance.
To quantify the spatial distribution of apparent velocity hetero-

geneities induced by the heterogeneous noise sources, we invert the
apparent traveltimes from Figure 8 for a 2D group velocity model.
To be consistent with the finite-frequency traveltime measurements
and to avoid additional systematic errors that may be introduced
by the ray approximation (Wielandt, 1987; Montelli et al., 2004;
Malcolm and Trampert, 2011), we perform nonlinear wave equation
traveltime tomography, as introduced by Luo and Schuster (1991).
The resulting velocity models are displayed in Figure 9.
For both days, lateral velocity variations of % 1.0 m∕s are re-

quired to optimally explain the traveltime differences. There is no
obvious large-scale pattern that may be related intuitively to the
noise source distribution. Heterogeneities outside of the array are
caused by the spatially extended finite-frequency kernels used in the
wave-equation traveltime inversion.

Apparent subsurface changes

The apparent velocity heterogeneities on July 21 and July 22 dif-
fer markedly, thus giving the incorrect impression of subsurface
changes. The distribution and magnitude of the apparent velocity
change is displayed in Figure 10, which shows the difference be-
tween the velocity maps in Figure 9. Average velocity changes are
approximately % 0.5 m∕s, but local extrema exceed % 0.75 m∕s
(% 0.25%). These apparent variations in the subsurface structure
from one day to the next are solely the result of rapidly moving
noise sources. If we had not known that these changes were due to
nonstationary noise sources, we would wrongly interpret these as
subsurface changes.

REMOVAL OF SYSTEMATIC ERRORS
IN NOISE-BASED MONITORING

The sequence of methods introduced in the previous sections,
from noise source imaging to finite-frequency traveltime tomogra-
phy, can be used constructively to correct for systematic traveltime

Figure 7. Noise source psd for July 21 and July
22, 2014. The annulus with nonzero noise source
strength is centered around the SWIM array,
marked in red.

Figure 8. Traveltime differences ΔT ikðmÞ between synthetic cor-
relations C̄ðxi;xk; tÞ computed for an isotropic noise source distri-
bution and artificial data C̄o ðxi;xk; tÞ computed for the noise source
distributions on July 21 and July 22, 2014, as displayed in Figure 7.
We observe that the biases show strong anisotropy, a direct result of
the anisotropic psd.
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OBJECTIVES

§ Noise-based monitoring with high temporal resolution
§ Improve the resolution of tomographic images

Approach: Full Waveform Ambient Noise Inversion
§ Develop & apply joint FWI for noise sources and Earth structure

Outline
1. Forward problem: modeling correlations
2. Potential of FWANI: synthetic study in 2D

3. Extension to 3D

4. Conclusions & Outlook
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Omit the principle of Green function retrieval:
§ Incorporate heterogeneous noise source distributions
§ Account for 3D heterogeneous Earth structure
§ Model the full seismic wave propagation physics
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Representation theorem:

Step 1: Using source-receiver reciprocity, compute the Green function
with source at     .

Step 2: Combine its complex conjugate with the power-spectral density                 .

Step 3: Model the correlation wavefield as solution of the wave equation with
as distributed source.

u(x) =
Z

G(x, ⇠)N(⇠) d⇠

C(x1,x2) = u(x1)u
⇤(x2) =

Z Z
G(x1, ⇠1)G

⇤(x2, ⇠2) N(⇠1)N
⇤(⇠2) d⇠1 d⇠2

hN(⇠1)N
⇤(⇠2)i = S(⇠1) �(⇠1 � ⇠2)

hC(x1,x2)i =
Z

G(x1, ⇠)
h
G⇤(x2, ⇠)S(⇠)

i
d⇠

DE
DE

1

u(x) =
Z

G(x, ⇠)N(⇠) d⇠

C(x1,x2) = u(x1)u
⇤(x2) =

Z Z
G(x1, ⇠1)G

⇤(x2, ⇠2) N(⇠1)N
⇤(⇠2) d⇠1 d⇠2

C(x1,x2) =

Z
G(x1, ⇠1)

h Z
G⇤(x2, ⇠2)S(⇠1, ⇠2) d⇠1

i
d⇠2

hN(⇠1)N
⇤(⇠2)i = S(⇠1, ⇠2)

2

u(x) =
Z

G(x, ⇠)N(⇠) d⇠

C(x1,x2) = u(x1)u
⇤(x2) =

Z Z
G(x1, ⇠1)G

⇤(x2, ⇠2) N(⇠1)N
⇤(⇠2) d⇠1 d⇠2

C(x1,x2) =

Z
G(x1, ⇠1)

h Z
G⇤(x2, ⇠2)S(⇠1, ⇠2) d⇠1

i
d⇠2

hN(⇠1)N
⇤(⇠2)i = S(⇠1, ⇠2)

2

u(x) =
Z

G(x, ⇠)N(⇠) d⇠

C(x1,x2) = u(x1)u
⇤(x2) =

Z Z
G(x1, ⇠1)G

⇤(x2, ⇠2) N(⇠1)N
⇤(⇠2) d⇠1 d⇠2

C(x1,x2) =

Z
G(x1, ⇠1)

h Z
G⇤(x2, ⇠2)S(⇠1, ⇠2) d⇠1

i
d⇠2

hN(⇠1)N
⇤(⇠2)i = S(⇠1, ⇠2)

2

16



17

SYNTHETIC STUDY IN 2D
POTENTIAL OF FWANI
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Inversion scheme:

§ 2D finite-difference discretization 
of the membrane wave equation
[analogous to fundamental-mode 
surface wave propagation]

§ Iterative inversion scheme
[based on L-BFGS (Nocedal and Wright 
2006)]

§ Stopping criterion: reduction of the 
norm of the initial gradient by a 
factor of 10-3

§ Gaussian smoothing operator as 
part of the parameterization
[choose the dominant wavelength as 
standard deviation]

§ Tikhonov regularization term
[Tikhonov 1963]
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POTENTIAL OF FULL WAVEFORM AMBIENT NOISE INVERSION (FWANI)

§ Possible to go beyond traditional ambient noise tomography 
and to account for the noise source distribution

§ Knowledge of the noise source distribution is essential

§ Trade-offs between source and structure can be quantified 
using Hessian-vector products
[Sager et al., GJI, 2018]

FWANI

TARGET
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EXTENSION TO 3D



EXTENSION TO 3D

A new, high-performance package for FWI 
with a focus on efficiency, reproducibility, 
flexibility and scale independence.
§ spectral elements
§ visco-elastic, acoustic, and coupled
§ hexahedra, tetrahedra
§ built-in mesher

Afanasiev et al., 
submitted to GJI
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www.salvus.io



GLOBAL FORWARD MODELLING

§ Velocity model: PREM
§ Period band: 55-75 sec
§ Homogeneous noise source distribution

WCI → GLAGLA → WCI

WCI
GLA
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NOISE SOURCE SENSITIVITY

WCI → GLAGLA → WCI
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WCI
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Which noise sources in space contribute to 
the waveform in the surface wave window?
[for an energy measurement]
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NOISE SOURCE SENSITIVITY

decrease
energy

increase
energy

WCI → GLAGLA → WCI
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Which noise sources in space contribute to 
the waveform in the S-wave window?
[for an energy measurement]

sensitivity to
short-wavelength noise sources
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CONCLUSIONS & OUTLOOK

Theory
§ Incorporate heterogeneous noise source distributions

§ Account for 3D heterogeneous Earth structure

§ Model the full seismic wave propagation physics

Synthetic 2D inversions
§ Potential to jointly invert for sources and structure

3D source-structure inversion
§ Framework for 3D media with heterogeneous noise 

source distributions on the surface

§ In progress for the global scale

§ Translation to other scales seems easily feasible

34

normalized

PSD for Earth’s hum in winter 

[Ermert et al., JGR, 2017]
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Sager et al., GJI 2018. Towards full-waveform ambient noise inversion.
Ermert et al., JGR 2017. Ambient noise source inversion in a heterogeneous Earth.
Delaney et al., Geophysics 2017. Passive seismic monitoring with nonstationary noise sources.

Thank you for your attention!


